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Monitoring, Analysis, and Correction of Magnetic Field
Fluctuations in Echo Planar Imaging Time Series
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Purpose: To assess the utility of concurrent magnetic field

monitoring for observing and correcting for variations in k-
space trajectories and global background fields that occur in

single-shot echo planar imaging (EPI) time series as typically
used in functional MRI (fMRI).
Methods: Field monitoring was performed using an array of

NMR field probes operated concurrently with series of single-
shot EPI acquisitions from a static phantom. The observed
fluctuations in field evolution were analyzed in terms of their

temporal and spatial behavior at the field level as well as at
the level of reconstructed image series. The potential to cor-

rect for such fluctuations was assessed by accounting for
them upon image reconstruction. An indication of the number
and relative magnitude of underlying effects was obtained via

principal component analysis.
Results: Trajectory and global field variations were found to

induce substantial image fluctuations. Global field fluctuations
induced standard deviations in image intensity up to 31%.
Fluctuations in the trajectory induced ghosting artifacts with

standard deviations up to 2%. Concurrent magnetic field mon-
itoring reduced the fluctuations in the EPI time series to a

maximum of 1.2%.
Conclusion: Concurrent magnetic field monitoring holds the
potential to improve the net sensitivity of fMRI by reducing sig-

nal fluctuations unrelated to brain activity. Magn Reson Med
74:396–409, 2015. VC 2014 Wiley Periodicals, Inc.

Key words: fMRI; gradients; noise; SFNR; thermal drifts; PCA

INTRODUCTION

In functional MRI (fMRI), image time series are acquired
to analyze brain activity–related signal fluctuations in
each voxel over many scans. The targeted changes in
image intensity over the course of the experiment are
induced by blood oxygenation level–dependent (BOLD)
or perfusion signal fluctuations (1,2). However, fluctua-
tions in the magnetic fields encoding the images induce
signal fluctuations in the image time series as well.
These encoding field fluctuations can be caused by a

wide range of object-independent effects, such as insta-
bilities in the gradient system, eddy current fluctuations
in the cryostat, the main magnet and the shim coils,
atmospheric pressure variations, changes in the cryogen
level, and heating (3–7). Furthermore, the imaged object
itself can induce field fluctuations, such as those due to
breathing (8–10). These unwanted signal fluctuations
lead to confounds and sensitivity loss in the image time
series analysis.

Thus far, reproducible deviations from ideal encoding

fields within one readout have been addressed thor-

oughly in the literature, and many correction methods

have been proposed (e.g., (3,4,11,12)). However, fluctua-

tions in encoding fields, which we define here as the

variability of the encoding fields between readouts, are

typically not addressed. One prominent exception is

navigators, which partially enable dynamic corrections

by assessing field fluctuations using point-wise meas-

urements between scans (5,8,13,14) even up to second

order in space (15). Because these point-wise measure-

ments are not taken during the actual encoding, the

capability of correcting fluctuations in the encoding

fields is limited to frequency shifts in the magnetic

field. Furthermore, additional measurements are

required that alter the MR sequence and the timing of

the data acquisition.
Recently, magnetic field monitoring using NMR field

probes was introduced as a means to measure and cor-

rect for spatio-temporal magnetic field fluctuations

(6,16,17). Specifically, magnetic field monitoring enables

to study the complete evolution of the encoding fields

concurrently (18) with the imaging process and without

any alterations to the imaging sequence itself. This opens

up the opportunity to follow encoding field fluctuations

over different time scales and quantify their contribution

to image fluctuations. Furthermore, it also enables a gen-

eral correction method for measured field fluctuations

upon image reconstruction (19).
In this study, we used concurrent magnetic field moni-

toring to study and correct for fluctuations in the encod-
ing fields of a typical echo planar imaging (EPI)
trajectory common to fMRI experiments. In particular,
we compared fluctuations over different time scales, i.e.,
between different scans of a session, between different
sessions within a day, and between different days. We
focused on phantom experiments exclusively to elimi-
nate confounds related to subject physiology (e.g.,
breathing and cardiovascular mechanisms). First, we
measured field fluctuations both in the global phase evo-
lution as well as the imaging trajectory itself. Second, we
quantified the effects of these field fluctuations on image
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reconstruction by comparing images reconstructed with
and without fluctuation correction. Finally, we applied
principal component analysis as a data-driven approach
to explore characteristic fluctuations in the encoding
fields and the characteristic image fluctuations they
induce.

METHODS

Hardware Setup

All experiments were performed on a Philips Achieva 3T
system (Philips Healthcare, Best, The Netherlands) using
an eight-channel head coil array. Field monitoring was
performed with an array of 12 unshielded transmit/receive
field probes (6,16,17) (inner diameter: 0.8 mm, T1 � 100
ms, T2* � 50 ms) using 19F-NMR for operation concurrent
with imaging readouts (19). The probes were excited using
a 90� block pulse. For data acquisition, the scanner spec-
trometer was used with an analog-to-digital converter
dwell time of 2.66 ms. The probes were attached to the
inner surface of the head coil (22.6 cm diameter), distrib-
uted approximately evenly on a cylindrical surface for
suitable conditioning of field expansions (16).

Field Monitoring

Phase Coefficients

For monitoring imaging readouts, the field probes were
excited before the EPI prephaser gradient and read out
continuously during the subsequent acquisition of image
data. The probe signals were processed as described pre-
viously (16), including demodulation by the predeter-
mined local frequency offset of each probe, phase
extraction, and unwrapping. The 12 phase time courses
were then expanded into second-order spherical harmon-
ics comprising a total of nine spatial terms. In this
expansion, the zeroth-order term, k0(t), reflects phase
accrued due to global, spatially uniform field variation
whereas the first-order terms, k¼ kx(t), ky(t), kz(t), reflect
phase accrual of first-order in space according to the
common k-space formalism. Since all scans were of
transverse orientation, of the trajectory k(t) only kx(t) and
ky(t) were considered for reconstruction. For more com-
pact nomenclature, they are jointly referred to as kx,y(t)
here. The second-order terms were neglected at the
reconstruction level since they cannot be accounted for
by mere Fourier reconstruction. Higher-order reconstruc-
tion is feasible (19) but incurs substantially greater com-
putational demand, thus it was not employed in this
study, aiming to establish the impact only of the domi-
nant zeroth- and first-order fluctuations. The latter were

determined with a second-order field model nevertheless
to prevent bias in the zeroth order, which is sensitive to
aliasing even of minor second-order terms due to their
enhanced magnitude at the peripheral probe positions.

Noise in Probe Readouts

The sensitivity of the field probes is described by their
signal-to-noise ratio times the root of the acquisition
bandwidth (6). In the absence of encoding gradients, this
amounted to 4.8 � 104�Hz and 2.6 � 104�Hz at the begin-
ning and end of the readout, respectively. In the pres-
ence of the EPI gradient sequence, these values
decreased only slightly to 4.4 � 104�Hz after the pre-
phaser and 2.4 � 104�Hz at the end of the readout at max-
imum k-space excursion. At such high signal-to-noise
ratios, the zero-mean Gaussian statistics of thermal noise
translate into equally zero-mean Gaussian phase noise,
whose magnitude increases with time due to signal
decay. Phase noise statistics were thus determined in
terms of their time-dependent noise covariance matrix
R(t) calculated from a series of probe data time courses
acquired in the absence of gradient operation. To elimi-
nate potential variation by slow B0 drifts, phase extrac-
tion and unwrapping was complemented by subtraction
of any linear trend according to linear regression.

The propagation of probe noise into the phase coeffi-
cients kl (l¼ 0, x, y) depends on the conditioning of the
probing matrix P, which in turn depends on probe posi-
tioning (16). However, the generic condition number can
be misleading, as it depends on the choice of length units
in stating the entries of P for different spherical orders.
Instead, noise propagation was analyzed explicitly as
described previously (16,18). The covariance of the probe
phase noise propagates into the phase coefficients as

s2
kl
ðtÞ ¼ ðPþRðtÞPþTÞl;l [1]

whereþ and T indicate the Moore-Penrose pseudoinverse
and matrix transposition, respectively. Equation [1]
yielded sk0

¼ 0.0065 rad, skx
¼ 0.0716 rad/m, and

sky
¼ 0.0491 rad/m at the beginning of the EPI readout

and sk0
¼ 0.0124 rad, skx

¼ 0.1395 rad/m, and
sky
¼ 0.0854 rad/m at the end of the EPI readout.

Knowledge of the covariance of probe phase noise was
also used to generate equivalent synthetic noise for simu-
lation purposes (cf. section simulations).

Imaging Protocol

To study a typical fMRI scenario, single-shot two-dimen-
sional EPI time series of a spherical water phantom

Table 1
Measurement Protocol

Session 1 Session 2 Session 3

Day 1 Set 1 Break Set 2 Break Set 3
Day 2 Set 4 Break Set 5 Break Set 6

Day 3 Set 7 Break Set 8 Break Set 9
20 min 20 min 20 min 20 min 20 min

Each set contained 400 EPI volumes with a volume repetition time (TR) of 3 s.
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(diameter 15 cm, doped with CuSO4 to shorten T1 relaxa-
tion) were acquired with the following parameters: vol-
ume repetition time¼ 3 s; echo time¼ 35 ms; EPI readout
duration¼ 41.6 ms; bandwidth¼ 375 kHz; voxel
size¼ 2.6 � 2.6 � 2.5 mm3; field of view¼220 � 220 �
47.5 mm; 10 slices with a 2.5-mm interslice gap. Nine
sets of such data were acquired on three different days
with three imaging sessions on each day (Table 1). Each
set contained 400 scans, amounting to a total duration of
20 min per set. Every set was followed by an equally
long break (20 min) to mimic rest and preparation peri-
ods or the arrival of a new volunteer. For the determina-
tion of measurement error, a separate series of 120
readouts was performed with all probes simultaneously
in the absence of gradient operation. Throughout data
acquisition, interleaved f0 determination and correction
as well as the cold-head were turned off.

Image Reconstruction

Image reconstruction was performed by inversion of the
discretized MR signal equation:

sk ¼
XNr

r¼1

mr � exp ðik0ðtkÞÞ � Ek;r [2]

where m¼ðm1; � � � ;mr; � � � ;mNr
Þ represents the discre-

tized object magnetization, j, q are index variables in
time and space, respectively, and the Fourier encoding
matrix E with entries Ej,q¼ exp ðikx;yðtkÞ � rrÞ comprises
the effects of the first-order encoding fields.

First, for each receiver coil the signal
s¼ðs1; � � � ; sk; � � � sNk

Þ was demodulated with the global
phase:

sdemod;k ¼ sk � exp ð�ik0ðtkÞÞ [3]

Individual single-coil image estimates m̂ were then
computed via the Moore-Penrose pseudo-inverse of the
encoding matrix (20):

m̂ ¼ ðEH EÞ�1EH sdemod: [4]

The inversion operation was performed iteratively
using the gridding-based conjugate-gradient method
(20–22). A compound array image was then obtained by
taking the root-sum-of-squares of the eight individual coil
images. The image reconstructions as well as all further
analysis steps were implemented in MATLAB (R2013a;
The MathWorks, Inc., Natick, Massachusetts, USA).

Reconstruction Schemes

To distinguish the impact of fluctuations and noise in
k0(t) and kx,y(t) and to study the feasibility of one-time
calibration, several reconstruction schemes were imple-
mented (Table 2). For the reference reconstruction, we
incorporated concurrent monitoring information of zer-
oth and first order, i.e., k0(t) and kx,y(t) (reconstruction
scheme 1). In contrast, we reconstructed the image time
series using no concurrent monitoring information, i.e.,
the mean over the 400 evolutions of k0(t) and kx,y(t)
observed in set 1 (reconstruction scheme 2). To better
differentiate the underlying sources of fluctuations, in

the subsequent analysis we investigated the effects of
k0(t) and kx,y(t) fluctuations separately. To investigate
the effect of fluctuations in k0(t), its scan-dependent time
series was replaced by a fixed mean over the 400 evolu-
tions observed in set 1 while retaining the concurrently
measured kx,y(t) (reconstruction scheme 3). The converse
strategy was employed to investigate the effect of fluctua-
tions in kx,y(t) (reconstruction scheme 4; Fig. 1B). Two
further schemes served to study the utility of a calibra-
tion measurement that assumes reproducibility of the
fluctuations in each set of 400 scans. Under this assump-
tion, it suffices to measure the series of phase coefficient
time courses of a single set (calibration) and use them to
reconstruct other sets acquired in the same way. This
approach, which we refer to as session calibration, was
based on the 400 monitoring observations during set 1
and used to replace either the concurrent k0(t) (recon-
struction scheme 5) or kx,y(t) (reconstruction scheme 6)
information for the other sets.

Simulations

To distinguish the effects of field and trajectory fluctua-
tions from other potential sources of image variation,
such as fluctuations in the transmit or receive chain or
mechanical vibrations of the phantom (23), data acquisi-
tion was simulated additionally based on the monitoring
results. Synthetic data from a hypothetical single
receiver coil was generated according to the discretized
forward signal model (Eq. [2]). The numerical phantom
of magnetization m was generated by taking the temporal
mean of the actual phantom images of set 1 (Fig. 1A),
which were reconstructed using the concurrently meas-
ured phase coefficients (reconstruction scheme 1) and
with the background set to zero. Overall, we obtained 9
� 400 coil data time courses corresponding to the meas-
ured data, exclusively reflecting field fluctuations.

Synthetic data were also used to study the effect of
probe noise on reconstructed images. To this end, simu-
lated single-coil raw data was generated as described
above using the average phase evolutions observed in
set 1, k0ðtÞ and �kx;yðtÞ. Noisy probe data acquisition was
emulated by starting from the underlying average probe
phase time courses and adding synthetic noise of the
previously determined probe noise covariance R(t) to 400
repetitions. The synthetic probe data was translated into

Table 2
Reconstruction Schemes

Reconstruction scheme

Field information used

for

k0 kx,y

1 Concurrent monitoring (reference) k0ðtÞ kx;yðtÞ
2 Effect of k0 and kx,y fluctuations �k0ðtÞjset1

�kx;yðtÞjset1

3 Effect of k0 fluctuations �k0ðtÞjset1 kx;yðtÞ
4 Effect of kx,y fluctuations k0ðtÞ �kx;yðtÞjset1

5 Effect of k0 session calibration k0ðtÞjset1 kx;yðtÞ
6 Effect of kx,y session calibration k0ðtÞ kx;yðtÞjset1

Different reconstruction schemes were used to study fluctuations

in the encoding fields and their correction. (�k - average over the
400 volumes of set 1; t - time within the EPI readout)
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corresponding series of noise-bearing time courses of
k0(t) and kx,y(t). The propagation of probe noise into
image fluctuations was then studied by using the series
of noisy phase evolutions to reconstruct image time
series from the synthetic raw image data. To distinguish
the effects of noise in k0(t) and kx,y(t), the noise-bearing
series of each was combined with the respective noise-
less counterpart in two separate simulations.

Statistical Analysis of Image Fluctuations

We assessed the fluctuations within an EPI time series
using standard deviation (SD) and root mean squared
error (RMSE). The SD was computed for each voxel over
the whole image time series within one set. Hence, the
SD image provided a spatial depiction of the fluctuations
and allowed the localization of areas with strong fluctua-
tions. The image time series of each set were scaled such
that the mean image spanned the range [0, 1]. Hence, the
SD values, multiplied by 100, can be interpreted as per-
cent signal change compared with BOLD imaging.

The RMSE, on the other hand, is computed for each
individual image of the time series as the root mean
squared difference to the reference image over all voxels.
Thus, the RMSE quantifies the artifact level over the
whole image. Furthermore, it provides a temporal fluctu-
ation pattern and allows the identification of points in
time with strong deviations. As the reference image
for the estimation of the RMSE, we chose the mean
image of the corresponding set reconstructed using the

concurrently measured phase coefficients (reconstruction
scheme 1). This allows for additional assessment of the
overall artifact level given by a certain reconstruction
scheme and prevents any stationary image artifacts to
confound the statistics. For the simulated coil data, the
numerical phantom (derived from Fig. 1A) served as the
reference image.

Reflecting variation about mean pixel values, the SD
can be regarded as a measure of precision in the image
time series, which in turn is crucial for BOLD sensitivity.
The RMSE, on the other hand, reflects image deviation
from the highest-accuracy reconstruction available or, in
the case of the simulations, from the actual ground truth.
It can therefore be interpreted as a measure of image accu-
racy, which plays an important role in effect localization.

Data-Driven Time Series Analysis: Principal Component
Analysis

To characterize key contributions to the observed encod-
ing field fluctuations, we performed principal compo-
nent analysis (PCA) (24) of the phase coefficients and
the reconstructed images. PCA identifies those orthogo-
nal data components that capture most of the data var-
iance. To the degree that independent mechanisms of
perturbation give rise to orthogonal variation, PCA sepa-
rates the effects of these mechanisms and determines
their relative magnitude. In particular, if variance is con-
centrated along few principal components, PCA gives an

FIG. 1. A: Mean of the recon-
structed images using the con-

currently monitored phase
coefficients for reconstruction

(set 1, slice 9). B: Mean k-space
trajectory (set 1, slice 9). C:
Standard deviation (SD) image

obtained using the concurrently
monitored phase coefficients for

reconstruction (set 1, slice 9).
The SD is given as a percentage
of the image intensity. D: SD

image obtained using only the
mean of the phase coefficients
for reconstruction (i.e., the com-

bined effect of k0 and kx,y fluctu-
ations) (set 1, slice 9).
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indication of the number of relevant underlying proc-
esses and their reproducibility (25).

The principal components were computed by eigen-
decompositions of the individual data covariance
matrices with entries COVl

k;k
0 for each phase coefficient

k0(t), kx(t), and ky(t).

COVl
k;k
0 ¼ 1

Nt � 1

XNt

t¼1

kl;tðtkÞ � kl ðtkÞ
� �

� kl;tðtk
0 Þ � kl ðtk

0 Þ
� �

;

[5]

where s is the scan number, k the time index during
each readout, l¼0, x, y, and the bar indicates the mean
over Ns¼9 � 400 scans.

The principal components are ordered according to the
amount of variance they explain. The first principal compo-
nent explains most of the variance in the data, the second
principal component the second most variance, and so on.
In a second step, the temporal evolution of these character-
istic readout time courses, i.e. principal components, over
all Ns scans is assessed by projection of the mean-corrected
phase coefficient data onto each principal component:

projd;lðttÞ ¼
X

k

PCd;lðtkÞ � kl;tðtkÞ � kl ðtkÞ
� �

; [6]

where d is the number of the respective principal compo-
nent. Each projection reflects how the contribution of the
respective principal component changes over scans, and
thus provides a picture of the fluctuation patterns over time.

To characterize typical image fluctuations induced by
field fluctuations, we performed PCA on the image time
series containing fluctuations in k0(t) and kx,y(t), respec-
tively. This yielded principal components in the image
domain and their corresponding projections, which
reflected the evolution of image fluctuations over time.
Because the phantom was placed at a slightly different
position on each day, the PCA on the images was per-
formed separately for each day.

RESULTS

A close review of the effects of fluctuations in k0 and kx,y

on the image time series emphasizes the characteristic
fluctuations in EPI time series introduced by incomplete
knowledge of encoding field fluctuations, as is typically
the case for standard image reconstruction on commercial
MRI systems. First, we compare the case where full moni-
toring information (reconstruction scheme 1) was
employed in the image reconstruction versus no concur-
rent monitoring information (reconstruction scheme 2;
Fig. 1C,D). Low SD values within the phantom and little
ghosting was observed in the reference reconstruction
(Fig. 1C). In contrast, fluctuations in k0 and kx,y induced
ghosting and high SD values at the boundaries of the
object (Fig. 1D). Here we analyze the influence of different
field fluctuations on the image time series.

Image Accuracy and Precision Losses Induced by Field
Fluctuations

First, we considered the effect of k0 fluctuations (recon-
struction scheme 3; Table 2) on the image time series

using the measured coil data (Fig. 2). The SD values
were scaled to the maximum intensity value of the mean
image reconstructed using the concurrently monitored
phase coefficients. The SD image, characterizing the spa-
tial fluctuation pattern, depicted fluctuations in the
image that were especially high at the edges of the object
(Fig. 2A) (maximum SD, 31.3%; mean SD, 1.0%). The
RMSE, which depicted the temporal fluctuation pattern,
showed a characteristic temporal evolution with a large
dynamic range (Fig. 2B) (maximum RMSE, 10.8%; mean
RMSE, 4.7%). The minimum is located in the central
part of set 1, where the actual global phase evolution
during image acquisition corresponds to the mean k0

used for image reconstruction (Fig. 3A). Hence, the
image deviations were very small. However, scans
obtained earlier or later than this instance exhibited con-
siderable image deviations. In comparison, the RMSE of
the image time series reconstructed using the concur-
rently monitored phase coefficients (reconstruction
scheme 1) is much lower and less variable (maximum
RMSE, 0.6%; mean RMSE, 0.3%) (Fig. 4B). Equivalently,
the fluctuations are reduced as verified by the low SD
(maximum SD, 1.2%; mean SD, 0.3%) (Fig. 1C).

Second, we evaluated the effect of kx,y fluctuations on
the image time series (reconstruction scheme 4). We
observed ghosting artifacts that compromised the image
precision locally (maximum SD, 2.0%; mean SD, 0.4%)
(Fig. 4A). The RMSE showed a similar temporal evolu-
tion on days 1 and 2 in all sets. The data sets of day 3
did not show such a correspondence; only a general
decrease of the RMSE was observed (maximum RMSE,
1.5%; mean RMSE, 0.6%) (Fig. 4B).

For k0 as well as kx,y, the observed image time series
fluctuations from the measured coil data could be repro-
duced, in terms of both quantity and quality, on simu-
lated coil data (Figs. 2C,D and 4C,D). This result
indicates that transmit/receive chain and object fluctua-
tions can be excluded as mechanisms for the observed
fluctuations.

Likewise, the field monitoring measurement itself con-
stitutes no relevant source of image fluctuations. Both
the SD and RMSE of the image time series disturbed
solely by probe phase noise were one order of magnitude
lower than observed effects due to fluctuations in k0 and
kx,y (Figs. 2E,F and 4E,F). Furthermore, the observed
fluctuation patterns in the images were qualitatively dif-
ferent from image fluctuations due to encoding field
fluctuations.

In summary, we observed in phantom experiments
that accuracy and precision in image time series suffered
considerably from field fluctuations, resulting in SD val-
ues up to 31.3% in k0 and 2.0% in kx;y .

Fluctuations of the Global Phase and Trajectory

Depicting the measured phase coefficients for all scans of
set 1 (slice 9), we found fluctuations in the encoding fields
at different orders of magnitude for distinct phase coeffi-
cients (Figs. 3 and 5). Specifically, for k0 (Fig. 3), the main
fluctuation over scans were an increasing slope of the lin-
ear component (Fig. 3A). This is even more conspicuous
after subtracting the mean of the time series (Fig. 3C).
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Furthermore, by indicating the SD of the probe noise deter-
mined in a separate experiment (cf. noise in probe read-
outs), the high sensitivity of the measurement setup was
illustrated: actual k0 fluctuations between subsequent read-

outs were higher than the probe phase noise (Fig. 3B). For
kx (Fig. 5A) and ky (Fig. 5C), the observed fluctuations were
small compared to the dynamic range of the EPI trajectory
(0.5& and 2&, respectively). However, a complex

FIG. 2. Effect of k0 fluctuations (reconstruction scheme 3). The image time series is scaled such that the mean image is in the range
[0, 1]. The SD images depict the percent signal change in image intensity. A: SD image depicting the effects of k0 fluctuations (set 1,

slice 9). B: RMSE of the image time series affected by k0 fluctuations in black (slice 9). RMSE of the reference image time series recon-
structed using the concurrently monitored phase coefficients in red. C: SD image using simulated coil data and an identical reconstruc-

tion scheme as above. D: RMSE of the image time series affected by k0 fluctuations using simulated coil data. E, F: SD image and
RMSE characterizing the influence of probe phase noise in k0 on the image time series.
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fluctuation scheme is present in ky (readout direction),
exhibiting a dominant high-frequency modulation at
approximately the EPI readout frequency, which can be
detected clearly with the given setup sensitivity (Fig. 5D).

The complex temporal structure of the observed field fluc-
tuations necessitated dimensionality reduction using PCA.

PCA characterized the phase coefficient fluctuations on
different time scales. While the principle components

FIG. 3. Effect of kx,y fluctuations (reconstruction scheme 4). The image time series is scaled such that the mean is in the range [0, 1].
The SD images depict the percent signal change in image intensity. A: SD image depicting the effects of kx,y fluctuations (set 1, slice 9).
B: RMSE of the image time series affected by kx,y fluctuations in black (slice 9). RMSE of the reference image time series reconstructed

using the concurrently monitored phase coefficients in red. C: SD image using simulated coil data and an identical reconstruction
scheme as above. D RMSE of the image time series affected by kx,y fluctuations using simulated coil data. E, F: SD image and RMSE

characterizing the influence of probe phase noise in kx,y on the image time series.

402 Kasper et al.



themselves represent fluctuations within a readout, their
corresponding projections enable following fluctuation
dynamics between readouts (i.e., within each session,
between sessions, and between days). We observed only
few effects driving the variability between all scans in all
sets (Fig. 6). In all three phase coefficients, the first princi-
pal component explained more than 80% of the variance.

For k0, the first principal component (explaining
99.98% of the variance) constituted a linear phase
increase within each readout (Fig. 6A). The correspond-

ing projection, i.e. slope of the linear term, reflected a
drift in the static B0-field over readouts, since a constant
offset in the B0-frequency induces a linear phase in k0.
The projections showed temporal characteristics of a
heating process, exhibiting a smooth increase of dimin-
ishing slope. The dynamic range within one set was
about 30 Hz field offset. The same pattern emerged on
each day, though variable offsets occurred between ses-
sions and days (Fig. 6B).

The PCA of kx yielded a first principal component
(84.6% of explained variance) containing a superposition
of a linear increase and a modulation around the EPI
readout frequency (Fig. 6C). Interestingly, although the
component itself had distinct features, the projection
was relatively noisy and did not show a reproducible
temporal pattern across sets (Fig. 6D). The first compo-
nent of ky (85% of explained variance) exhibited a linear
increase and modulation similar to that for kx (Fig. 6E).
The corresponding projection showed a linear decrease
over time and considerable fluctuations on the time scale
of seconds (Fig. 6F). These fluctuations do not stem from
probe phase noise. We evaluated the variance in the
PCA projections originating from probe phase noise
using propagation of uncertainty (26); the standard devi-
ation in the first projection in ky is more than one order
of magnitude smaller than the observed fluctuations in
the projection over seconds.

For ky, the second principal component also explained
a significant proportion of the total variance (12.1%).
Furthermore, it showed a distinct structure both in the
principal component itself and its projection: Again, an
oscillation approximately at the EPI frequency was the
dominating pattern within the principal component,
with a slow amplitude modulation indicative of a beat
phenomenon (Fig. 6G). The evolution of the projection
showed heating characteristics similar to k0, which were
fairly reproducible in every set (Fig. 6H).

Analysis of Image Fluctuations using Image PCA

We used PCA to characterize image fluctuations induced
by k0 and kx,y fluctuations (reconstruction schemes 3
and 4) for each day separately (Fig. 7). Fluctuations in
the encoding fields induced few strong effects (64%–
81% explained variance) and the principal components
were stable over different days. Fluctuations in k0

induced a downward shift of about one pixel in one ses-
sion (Fig. 7A). The projection was smooth and reproduc-
ible on each day (Fig. 7B). Fluctuations in kx,y induced
mainly an N/2 ghosting artifact and, additionally, a
slight horizontal edge in the center of the image (Fig.
7C). Again, the projection had the same time course on
each day and was slightly noisier compared to k0 (Fig.
7D).

Reproducibility of Field Fluctuations for Calibration

Based on the results of the phase coefficient PCA, where
we found the same characteristic fluctuations in each set
and projections with similar dynamics, we investigated
the feasibility of a session calibration approach (Table 2)
to reduce image fluctuations induced by field fluctua-
tions (Fig. 8). Image fluctuations due to non-reproducible

FIG. 4. Measured k0. A: Evolution of phase coefficient k0 during
single-shot EPI readouts (set 1, slice 9). The color coding indi-

cates the scan index within one session (blue¼1, red¼400). B:
Zoom depicting the mean of phase coefficient k0 in black 6 the
SD of the setup noise in dotted black. C: Difference of the meas-

ured phase coefficient k0 and its mean. The 6 SD of the setup
noise is given in black.
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effects, e.g., history-dependent and random phase coeffi-
cient fluctuations, could only be corrected for via con-
current magnetic field monitoring (Fig. 8A). Using
reconstruction scheme number 5 (i.e., session calibration
for k0), the SD compared to the reference reconstruction
was increased, especially at the edges of the object (max-
imum SD, 9.1%; mean SD, 0.4%) (Fig. 8B). Between ses-
sions of the same day, the RMSE increased, approaching
nearly 10 times the values found in the concurrent moni-
toring case (maximum RMSE, 8.6%; mean RMSE, 4.4%)
(Fig. 8D). Between days, the RMSE was lowest in corre-
sponding sessions and had reduced dynamics. However,
an offset of up to 2% (i.e., on the order of expected
BOLD effect sizes) remained.

In contrast, the SD images obtained by reconstruction
scheme number 6 (i.e., session calibration in kx,y) were
comparable to the concurrent monitoring case (maximum

SD, 1.2%; mean SD, 0.3%) (Fig. 8C). However, the RMSE
increased from day 1 to day 2 and from day 2 to day 3,
indicating an accuracy loss with its maximum in set 7 at
triple the amount of RMSE (maximum RMSE, 1.0%;
mean RMSE, 0.6%) (Fig. 8D).

DISCUSSION

In this study, we measured and characterized encoding
field fluctuations in EPI time series in the global phase
k0 as well as the trajectory kx,y, which induced substan-
tial image fluctuations in the range of the BOLD effect.
Fluctuations in k0 led to precision (SD up to 31%) and
accuracy losses (RMSE up to 11%) chiefly due to vari-
able pixel shifts. Fluctuations in kx,y induced ghosting
artifacts with SD values up to 2% and RMSE values up
to 1.5%. Concurrent magnetic field monitoring reduced

FIG. 5. Measured kx,y. A, D: Evolution of phase coefficient kx (phase encoding, A) and phase coefficient ky (frequency encoding, D) during
single-shot EPI readouts (set 1, slice 9). The color coding indicates the scan index within one session (blue¼1, red¼400). B, E: Zoom

depicting the mean of phase coefficient kx (B) and ky (E) in black 6 the SD of the setup noise in dotted black. C, F: Difference of the
measured phase coefficient kx (C) and ky (F) and their means, respectively. The 6SD of the setup noise is given in black.
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the fluctuations in the EPI time series substantially (SD
up to 1.2%, RMSE up to 0.6%) and removed temporally
correlated image fluctuations. This capability holds
promise for resting state fMRI, where spurious correla-
tion patterns are especially confounding. Likewise, for

task-based fMRI, the increased sensitivity and accuracy
afforded by field monitoring may improve effect detec-
tion and localization. In further work, these benefits will
need to be compared with the performance of alternative
means of data correction, particularly with image-based

FIG. 6. PCA of field fluctuations. A, B:
Principal component 1 (A) and the corre-

sponding projection of phase coefficient k0

(B). A projection change of 1 corresponds

to a field drift of 3.9 Hz (1 rad/41.1 ms),
given the normalization of the slope of
PC 1. C, D: Principal component 1 (C) and

the corresponding projection of phase
coefficient kx (D). E–H: Principal component
1 and 2 (E and G) and the corresponding

projections of phase coefficient ky (F and
H). A projection change of 1 corresponds

to a field drift of 3.9 Hz/m (1 rad/m/41.1
ms), given the normalization of the slope of
PC 1.
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FIG. 7. PCA of image fluctuations. A, B: Principal component 1 (A) and the corresponding projections (B) of the image time series

affected by k0 fluctuations (reconstruction scheme 3), separated for each day. The Principal Components were scaled to the same
dynamic range as the mean image. C, D: Principal component 1 (C) and the corresponding projections (D) of the image time series
affected by kx,y fluctuations (reconstruction scheme 4), separated for each day.
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realignment. Realignment primarily targets motion dur-
ing fMRI studies but also captures bulk image shifts in
EPI due to field drifts. However, current realignment pro-
cedures are mostly based on three-dimensional rigid-
body registration, which does not account for shifts that
vary between slices. Realignment also does not address
image errors other than shifts, such as ghosting. Further
frequently used means of addressing data biases include
high-pass filtering, which will also remove slow signal
variation of interest, particularly in resting state fMRI.

As seen, concurrent magnetic field monitoring pro-
vides a comprehensive means to correct for field fluctua-
tions in image time series. This also indicates that the
reported field changes indeed affect the imaged object
and are not mere artifacts of the measurement setup. Fur-
thermore, the high congruency between measured and
simulated coil data showed that image fluctuations
observed in the experiment were caused predominantly
by fluctuations in encoding fields of zeroth and first spa-
tial order. Higher-order field fluctuations require further
investigation. Their impact on image fluctuations can be
assessed and corrected by more advanced reconstruction
algorithms (19). Fluctuations in the magnetization and
detection sensitivity due to instabilities in the transmit/

receive chains contributed less to image fluctuations.
The potential concern of gradient-induced mechanical
vibration of the field probe setup, which will cause
slight error in the field measurement, remains to be
investigated.

We characterized the effects of a typical EPI time
series schedule on system-related encoding field fluctua-
tions via principal component analysis. Herein, we
observed only a few strong effects driving field variabili-
ty. The fluctuations in k0 were nearly exclusively
explained by a linear phase increment in the first princi-
pal component, reflecting a change in the global B0 field.
The projection of this component showed slow drift
dynamics over scans of a session approaching saturation,
with an overall range of 30 Hz, in line with literature
describing heating effects on magnets, gradients, and
shims (5). However, because dynamic f0 correction and
the cold head were turned off in our experiments, the
magnitude of these field drifts may vary in practice,
depending on vendor-specific correction methods. The
fluctuations in kx (i.e., in the phase-encoding direction)
were small, on the order of the sensitivity of our moni-
toring setup (0.1 rad/m). They exhibited two prominent
features in their principal components: a linear phase

FIG. 8. Session calibration. A: SD image using reconstruction scheme 1, i.e. concurrently monitored phase coefficients (set 1, slice 9). B, C:
SD images using a session calibration approach for k0 (reconstruction scheme 5, B) or kx,y (reconstruction scheme 6, C) (set 2, slice 9). D:
RMSE of the reconstructed images obtained by the three reconstruction schemes (k0 fluctuations in black, kx,y fluctuations in blue, concur-
rent monitoring in red).
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increment and an oscillation at and around the EPI read-
out frequency. The evolution of this fluctuation followed
no clear trend over scans and appeared to be noisy.
Thus, the physical causes of these fluctuation patterns
remain speculative. The fluctuations in ky, the
frequency-encoding direction, were dominated by two
principal components with features already observed in
kx: a linear phase increment in the first principal compo-
nent, and an oscillation at and around the EPI readout
frequency in both components. The linear phase incre-
ment of the first principal component in ky reflects an
offset in the gradient field. The modulation with the EPI
frequency in both relevant principal components in ky

might reflect a delay as well as a slight shift in the EPI
frequency. For the first component, the projection again
seemed to be noisy on the order of seconds. These seem-
ingly random fluctuations could not be attributed to
measurement noise, which was verified by propagation
of uncertainty (26) using the independently measured
probe phase noise statistics. Over the course of a full ses-
sion, the projection exhibited an overall slow linear
decrease. In addition, the projection of the second prin-
cipal component exhibited slow dynamics over a ses-
sion, which are similar to the temporal characteristics of
the projections in k0, again indicating a thermal mecha-
nism. Heating of gradient coils is associated with slight
shifts of their mechanical resonance frequencies (27),
which is a plausible cause of the beat observed in the
second principal component of ky. Irrespective of the
exact underlying mechanisms, the small number of sig-
nificant principal components of fluctuation suggests
that there may be scope for enhanced hardware models
using system temperature as a key parameter.

In view of the significant hardware demands of con-
current field monitoring, simpler correction or even cali-
bration methods to counteract field fluctuations might be
conceivable given the limited amount of principal com-
ponents in the fluctuations we observed and their appa-
rently predictable projection behavior over sessions.
With respect to calibration by field monitoring, we found
the sole field dynamics of one session insufficient to cal-
ibrate field fluctuations in other sessions. Specifically,
while the fluctuation patterns were qualitatively repro-
ducible, several of their parameters varied between ses-
sions. In particular, the global B0 offset differed at the
start of each session, depending on the heating history of
the system. Consequently, strong image fluctuations
(maximum SD, 9.1%; mean SD, 0.4%) remained despite
calibration with the k0 dynamics of another session. For
kx,y, the variation between sets was manifested predomi-
nantly in the offset and dynamic range of the projections.
Therefore, the image accuracy decreased from day to day
using session calibration. One could envisage that cali-
bration methods might succeed if the reproducible
behavior determined by magnetic field monitoring were
complemented by a simpler measure of the variable
parameters, such as navigators for the determination of
the f0 frequency offset or temperature measurements
informing a model of the slow saturation dynamics that
the projections of k0 and ky reflect.

With respect to the generalizability of these results to
other imaging sequences, such as spirals (28,29), we

expect that high-duty cycle single-shot sequences will
induce comparable system-related field fluctuations. This
prognosis is based on the observed few readout fluctua-
tion patterns and their recurrent dynamics in each session
and on each day, which indicate system-immanent prop-
erties. The concrete manifestation of these fluctuations in
the images, however, will depend on the acquisition
parameters and the k-space trajectory itself. We observed a
correspondence in the projections of field and image fluc-
tuations. Based on this, we infer that the majority of image
time series fluctuations (64%–81%) can be attributed to
specific types of field fluctuations. However, there is no
straightforward one-to-one mapping. We observed a corre-
spondence of the projection of the second principal com-
ponent of phase coefficient ky (Fig. 6H) and the projection
of the first principal component of the reconstructed
images influenced by fluctuations in kx,y (Fig. 7D). Despite
the first principal component of phase coefficient ky cap-
tures the vast majority of the variance, the projections of
the second principal component in ky matches better with
the projection of the first principal component of the
reconstructed images. Hence, we conclude that the distri-
bution of the fluctuations in k-space play a central role.

CONCLUSION

In this study, we considered field fluctuations in phantom
experiments and simulations to isolate the system-related
field effects and establish their nonnegligible impact on
image fluctuations. Similar investigations will need to be
made in vivo, where physiological mechanisms such as
breathing add to net field fluctuation in EPI time series.
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