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HIGHLIGHTS

• "mpdcm" is a toolbox for fast simulation of Dynamic causal models for fMRI on GPUs.
• Parallelization reduces computation time by up to two orders of magnitude.
• This enables the use of sampling algorithms for Bayesian inference.
• The mpdcm toolbox is openly available under the GPLv3 license.

ABSTRACT

Background: Dynamic causal modeling (DCM) for fMRI is an established method for Bayesian system identification and inference on effective brain connectivity. DCM relies on a biophysical model that links hidden neuronal activity to measurable BOLD signals. Currently, biophysical simulations from DCM constitute a serious computational hindrance. Here, we present Massively Parallel Dynamic Causal Modeling (mpdcm), a toolbox designed to address this bottleneck.
New method: mpdcm delegates the generation of simulations from DCM's biophysical model to graphical processing units (GPUs). Simulations are generated in parallel by implementing a low storage explicit Runge–Kutta's scheme on a GPU architecture. mpdcm is publicly available under the GPLv3 license.
Results: We found that mpdcm efficiently generates large number of simulations without compromising their accuracy. As applications of mpdcm, we suggest two computationally expensive sampling algorithms: thermodynamic integration and parallel tempering.
Comparison with existing method(s): mpdcm is up to two orders of magnitude more efficient than the standard implementation in the software package SPM. Parallel tempering increases the mixing properties of the traditional Metropolis–Hastings algorithm at low computational cost given efficient, parallel simulations of a model.
Conclusions: Future applications of DCM will likely require increasingly large computational resources, for example, when the likelihood landscape of a model is multimodal, or when implementing sampling methods for multi-subject analysis. Due to the wide availability of GPUs, algorithmic advances can be readily available in the absence of access to large computer grids, or when there is a lack of expertise to implement algorithms in such grids.
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1. Introduction

Dynamic causal modeling (DCM) (Friston et al., 2003) is a widely used Bayesian framework for inference on effective connectivity from neurophysiological data. When applied to fMRI, it is a hierarchical generative model that integrates an explicit model of neuronal population interactions with a biophysical model of
the regional blood oxygen level dependent (BOLD) signals caused by those interactions. Currently, parameter estimation in DCM rests on a variational Bayesian scheme which maximises negative free energy (Friston et al., 2003, 2007). Alternative inference techniques have been proposed, for example, Markov chain Monte Carlo (MCMC) sampling (Chumbley et al., 2007; Raman et al. unpublished results, see also Sengupta et al., 2015 for an MCMC approach to DCM for electrophysiological data). However, variational Bayes has not yet been replaced as the method of choice for inference in DCM. One reason for this is computational efficiency: sampling methods are limited by the high computational cost of evaluating DCM’s likelihood function, because this requires integrating the neuronal as well as the hemodynamic model equations in DCM. (For simplicity, in the following we use the term “simulations” to refer to integration of the model’s state equations.)

In this paper, we introduce Massively Parallel Dynamic Causal Modeling, mpdcem, a toolbox designed to overcome some of the computational limitations of DCM. mpdcem delegates the simulations of DCM’s biophysical model to graphical processing units (GPUs). The goal of our toolbox is to facilitate the implementation of algorithms for statistical inference in DCM that require large numbers of simulations, as in the case of multi-subject hierarchical models (Raman et al. unpublished results) or sampling methods. mpdcem is mostly written in the C programming language and is accompanied by a MATLAB interface compatible with Statistic Parametric Mapping (SPM). It is available under the GPL license as part of the open source TAPAS software at www.translationalneuromodelling.org/software.

There is a growing interest in using GPUs in the context of imaging (Shi et al., 2012; Eklund et al., 2013) and particularly in the field of MRI. For example, Hernandez et al. (2013) used a massively parallel algorithm to accelerate a sampling method for diffusion weighted imaging. In the case of fMRI, mature toolboxes covering several aspects of the analysis pipeline, including coregistration and statistical inference, are available (Eklund et al., 2014). Ferreira da Silva (2011) used GPUs to apply Bayesian inference to BOLD time series modeling using sampling methods. Recently, Jing et al. (2015) proposed to accelerate group ICA by using GPUs, a method integrating a toolbox originally developed for EEG (Raimondo et al., 2012).

In the context of DCM, Wang et al. (2013) presented a massively parallel implementation of DCM for event-related potentials. This implementation aimed mostly at speeding up the variational EM algorithm for inference in DCM for EEG. Here, we propose a more general approach in the context of DCM for fMRI that can not only increase the efficiency of the variational EM algorithm, but also the efficiency of, for example, sampling methods. An introductory account of parallel programming can be found in Suchard et al. (2010).

In the following, we first briefly introduce DCM and present our toolbox. We then compare the accuracy and performance of mpdcem to the standard implementation in SPM. We also showcase the implementation of path sampling and parallel tempering, two computationally expensive sampling algorithms that can be easily optimized with mpdcem. Finally, we discuss future applications, extensions, and limitations.

2. Methods

2.1. Dynamic causal modeling

Dynamic causal models describe continuous time interactions between nodes (neuronal populations) in a pre-specified neural network. The time course of neuronal activity is modeled by the bilinear differential equation

\[ \dot{x} = Ax + \sum_{n=1}^{N} u_i B_n x + C_u. \]  

where \( x \) is a vector of neuronal states, \( u \) is an \( N \) dimensional vector of inputs to the network, and \( A, B, \) and \( C \) are matrices that represent the connection strengths between nodes and the influence of external inputs on nodes and connections. The evolution of \( x \) therefore depends on both the interactions between nodes and experimental inputs. In order to predict measurable signals, DCM for fMRI also invokes a biophysical model, which consists of weakly nonlinear differential equations that link neuronal activity to BOLD signals, including an extended Balloon model (Buxton et al., 1998; Friston et al., 2003; Stephan et al., 2007).

Briefly, the BOLD signal is modeled as a nonlinear function of the venous compartment volume and the deoxyhemoglobin content (Stephan et al., 2007). The venous compartment is assumed to behave as a balloon, where the total blood volume is the difference of the blood inflow and outflow. The deoxyhemoglobin content is simply the difference of (1) the product of the blood inflow and oxygen extraction rate and (2) the outflow rate times the deoxyhemoglobin concentration. Importantly, blood inflow into the venous compartment is triggered by putative brain activity \( x \). For a detailed treatment see Stephan et al. (2007). Because the Balloon model comprises nonlinear differential equations that cannot be solved analytically, numerical integration is necessary to generate predictions from the model. To simplify notation from here on, we refer to all states (neuronal or hemodynamic) as \( x \) and the state equations as \( f \), such that:

\[ \dot{x} = f(x, u, \theta), \]

where \( u \) is inputs, and \( \theta \) are subject specific parameters, including matrices \( A, B, \) and \( C \), as well as several hemodynamic parameters.

States \( x \) are linked to observable quantities via a forward model that we denote by the function \( g \):

\[ \hat{y} = g(x, u, \theta), \]

where \( \hat{y} \) is the predicted BOLD signal.

DCM can be used in two different ways: identification of system structure and parameter estimation. The former requires model comparison, i.e., determining which model, from a predefined set of alternatives (model space), best explains a set of empirical observations. Typical differences between models include the absence or presence of certain connections or modulations thereof (entries in matrices \( A \) or \( B \)). The latter consists in determining the posterior distribution of the parameters \( \theta \) given experimental observations and a model (Penny et al., 2010). Summary statistics of these distributions can be used, for example, as dependent variables in statistical tests, which can indicate the effect of a treatment or condition on effective connectivity.

Model comparison (Penny et al., 2004) and parameter estimation (Friston et al., 2003) rest on the generative nature of DCM. A generative model requires two things: first, a likelihood function that defines the probability of observed data given a prediction or simulation of the model. Model predictions are fully specified by the parameters \( \theta \), experimental input \( u \), the neuronal state equation \( f(x, u, \theta) \), and the forward model \( g(x, u, \theta) \). Second, a generative model requires a prior distribution of the parameters \( \theta \), i.e., the probability of \( \theta \) before any observation. The relationship between these elements is determined by Bayes’ formula:

\[ p(\theta | y, m) = \frac{p(y | \theta, m) p(\theta | m)}{p(y | m)}, \]

where \( y \) is a set of experimental observations, \( \theta \) are the parameters, and \( m \) is the model being evaluated. In Bayesian statistics,
parameter estimation (model inversion) is equivalent to computing the posterior probability \( p(\theta | y, m) \). Identification of system structure can be achieved by comparing different models on the basis of their marginal likelihood or model evidence \( p(y | m) \) (Kass and Raftery, 1995; Penny et al., 2004). This quantity is the probability of a set of observations \( y \) given a model \( m \) after marginalizing over parameters \( \theta \). Comparing models via their marginal likelihood is an alternative or complementary approach to cross-validation and other methods routinely used in frequentist statistics for model comparison (Kass and Raftery, 1995; Gelman et al., 2003; MacKay, 2003).

DCM is defined by a Gaussian noise model and Gaussian priors (Friston et al., 2003). Assuming that there are \( r = 1, \ldots, R \) nodes or brain regions, the model is specified by the joint probability

\[
p(y_1, \ldots, y_R | \theta, \lambda_1, \ldots, \lambda_R, m) = p(\theta | m) \prod_{r=1}^{R} p(y_r | \theta, \lambda_r, m) p(\lambda_r | m),
\]

(5)

\[
p(y_r | \theta, \lambda_r, m) = N(y_r | g(x_r, u, \theta), \lambda_r^{-1} I),
\]

(6)

\[
p(\theta | m) = N(\theta | \mu_\theta, \sigma_\theta^2 I),
\]

(7)

\[
p(\ln \lambda_r | m) = N(\ln \lambda_r | \mu_\lambda, \sigma_\lambda^2 I),
\]

(8)

where \( N \) denotes the Gaussian probability density function, \( y_r \) corresponds to the time series extracted from brain region \( r \), \( \lambda_r \) corresponds to a region-specific scaling factor of the covariance of the noise of the observed BOLD signal, and \( I \) is an identity matrix (assuming temporal auto-correlation in the BOLD signals has been removed by whitening). A graphical representation of the model is presented in Fig. 1.

In summary, classical DCM for fMRI assumes a bilinear model of the interactions between brain regions and a nonlinear model of the ensuing BOLD signal. Simulations of the model are used to construct a likelihood function by assuming that the observed BOLD signal is Gaussian distributed around the predicted signal. Given the nonlinear model of the hemodynamics that cause the BOLD signal, predicting data points requires numerical integration of the differential Eq. (2).

The main computational hurdle for DCM is that it requires the simulation of predicted BOLD signals. The goal of mpdcm is to accelerate the numerical integration of the biophysical model of DCM by exploiting the computational power of GPUs. Here, we optimized only the generation of biophysical simulations, because the computational costs of DCM are mostly incurred by the simulation step. This implies that mpdcm can be used to optimize any inference algorithm that relies on a model with the same likelihood function, independently of any other aspects of the model. In the next section, we briefly present the implementation details of our toolbox.

2.2. Massively parallel simulation of DCMs

The temporal integration of DCM’s biophysical model on massively parallel architectures is accompanied by three main challenges: First, the problem is iterative in nature. This property forces a serial implementation of the time updates and imposes a ceiling to the performance gains achievable. Thus, part of our goal was to exploit parallelizations on each update step to minimize the serial component of the algorithm. Second, the integration of DCM’s dynamic system cannot be rendered into the framework of single instruction/multiple data paradigm, where GPU architectures excel, because each state of the model evolves according to different dynamics. Third, connectivity between areas and the dynamics of the states require high levels of communication between threads and thus increase the effect of memory latencies.

We implemented two integration schemes in mpdcm. First, we implemented an integrator based on Euler’s method (Butcher, 2008), which approximates \( x \) at time \( t + h \) through the equation:

\[
x_{t+h} = x_t + hf(x_t, u_t, \theta).
\]

(9)

Euler’s integration scheme does not require the storage of any intermediate result between iterations and hence has low memory requirements. Although memory is nowadays often not a major concern in CPU-based computations, memory access and size are usually the main bottlenecks for GPU-based computations. The advantages of Euler’s integration come at the price of reduced accuracy and, more importantly, possible accumulation of errors. In order to reduce these inaccuracies, we also implemented a fixed step sized Runge–Kutta scheme of fourth order (Butcher, 2008). This standard technique uses a linear combination of different, iterative evaluations of \( f \) to approximate the dynamics of \( x \). Runge–Kutta’s method requires four times more floating point operations that cannot be parallelized and, more importantly, twice as much memory for the storage of intermediate results. In order to reduce the memory needed to store intermediate steps, we implemented a modified version of Runge–Kutta’s method (Blum, 1962). This modification takes advantage of linear dependencies between the coefficients of \( f \) to reduce the number of required registers for each state variable from four to three registers. Both integration methods are compared in Section 3.

In our GPU implementation, we exploited three sources of parallelism. First, simulations for systems with different sets of parameters \( \theta \) or inputs \( u \) can be computed in parallel. As it will become clear in the next section, several applications require simulations for the same model with different parametrizations. Second, the update of each node of the network can be performed in parallel. Finally, because \( f \) is a multivariate function, its evaluation in each dimension can be parallelized. Similarly, we parallelized the evaluation of the forward model \( g \) for each region.

An important consideration in our implementation is memory access. In contrast to CPUs, GPUs have only a very limited amount of fast memory that can be shared between threads in a block. Currently, a single multiprocessor has by default access to 48 kb of high latency shared memory, and access to a high latency global memory of several gigabytes. In mpdcm, the experimental inputs \( u \) are loaded to global memory and kept there, while model parameters are stored in shared memory. States are stored in shared memory, and predicted output is stored in global memory and transferred to the CPU memory after execution. This implies that each time step requires the access to slow global memory.

In Algorithm 1 we present pseudo code of our implementation of Euler’s integration method. Several details have been
left out in order to clarify the main aspect of the implementation. Euler’s method can be easily extended to accommodate the Runge Kutta’s fourth order method. The implementation of the Runge Kutta’s algorithm is described in the supplementary materials.

Algorithm 1:

<table>
<thead>
<tr>
<th>Require</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requires:</td>
<td>titheta—array of pointers to model parameters</td>
</tr>
<tr>
<td>Requires:</td>
<td>ntheta—number of elements of titheta.</td>
</tr>
<tr>
<td>Requires:</td>
<td>ia—array of experimental inputs.</td>
</tr>
<tr>
<td>Requires:</td>
<td>iy—are arrays of pointers to predicted signals.</td>
</tr>
<tr>
<td>Requires:</td>
<td>nt—total number of integration steps.</td>
</tr>
<tr>
<td>Requires:</td>
<td>dt—1 over sampling rate (integer)</td>
</tr>
<tr>
<td>Requires:</td>
<td>h—time constant.</td>
</tr>
<tr>
<td>Requires:</td>
<td>nregions—number of regions.</td>
</tr>
<tr>
<td>Requires:</td>
<td>NUM_SM_PROCESSORS—number of streaming multiprocessors.</td>
</tr>
<tr>
<td>Requires:</td>
<td>MAX_THREADS—maximal number of threads supported by each multiprocessor.</td>
</tr>
<tr>
<td>Requires:</td>
<td>MAX_NUM_NODES—maximal network size supported.</td>
</tr>
<tr>
<td>Requires:</td>
<td>nblocks=NUM_SM_PROCESSORS*(MAX_THREADS[(MAX_NUM_NODES**5)]</td>
</tr>
<tr>
<td>Requires:</td>
<td>nblocks=N X, NUM_NODES**regions*(threadidd.x/regions)</td>
</tr>
<tr>
<td>Requires:</td>
<td>while i &lt; ntheta in parallel do</td>
</tr>
<tr>
<td>Requires:</td>
<td>if range = threadidd.y &lt; nregions *(MAX_NUM_THREADS[regions])</td>
</tr>
<tr>
<td>Requires:</td>
<td>nlow = nregions * (threadidd.y/regions)</td>
</tr>
<tr>
<td>Requires:</td>
<td>nhgh = nlow + nregions</td>
</tr>
<tr>
<td>Requires:</td>
<td>theta = (i筑nt[i])</td>
</tr>
<tr>
<td>Requires:</td>
<td>u = bu[i]</td>
</tr>
<tr>
<td>Requires:</td>
<td>y = y[i]</td>
</tr>
<tr>
<td>Requires:</td>
<td>for i = 0 to nt = 1 in parallel do</td>
</tr>
<tr>
<td>Requires:</td>
<td>for i = 0 to MAX_NUM_NODES – 1 in parallel do</td>
</tr>
<tr>
<td>Requires:</td>
<td>for j = 0 to 4 in parallel do</td>
</tr>
<tr>
<td>Requires:</td>
<td>if range then</td>
</tr>
<tr>
<td>Requires:</td>
<td>bu[i] = bu[0]i, j = bu[j]i, h = fbu[0]i, nhgh, 0 : 4], theta, u[i, nt, i]</td>
</tr>
<tr>
<td>Requires:</td>
<td>end if</td>
</tr>
<tr>
<td>Requires:</td>
<td>end for</td>
</tr>
<tr>
<td>Requires:</td>
<td>end for</td>
</tr>
<tr>
<td>Requires:</td>
<td>Swap bu[0]i and bu[i]</td>
</tr>
<tr>
<td>Requires:</td>
<td>end for</td>
</tr>
<tr>
<td>Requires:</td>
<td>end while</td>
</tr>
</tbody>
</table>

We exploited three levels of parallelization. First, several simulations can be performed in parallel (line 10). Second, the state equations of each node are computed in parallel (line 18–19). Crucially, by setting MAX_NUM_NODES to a multiple of the minimal warp size, different thread warps are assigned to the evaluation of different state equations (line 19). Importantly, to maximize occupancy, the number of blocks is based on the maximal number of possible threads that can be hold by each streaming multiprocessor (line 6). Further implementation details are omitted here for clarity.

### 2.3. Comparing simulation accuracy

We verified the accuracy of Euler’s and Runge–Kutta’s method by comparing simulations from mpdcm against simulations from SPM’s function spm_int.m, which was introduced for nonlinear DCMs (Stephan et al., 2008). All results are based on SPM8, revision 5236. The implementation in spm_int.m uses a local linearization of the dynamics of x (Ozaki, 1992). The update of x is given by

\[ x_{t+\delta t} = x_t + f^{-1}(\delta t) f (x, u, \theta), \]

(10)

where \( J \) is the Jacobian of \( f \) with respect to \( x \), and \( I \) is the identity matrix. Although this scheme is a highly accurate method, it requires the computation of the Jacobian of \( f \), one evaluation of \( f \), and one matrix exponentiation per update.

To evaluate the three integration schemes, five sets of model parameters of a six node network were drawn randomly. Fig. 2 displays the structure of the network. We assumed a TR of 2.0 s. The inputs \( u \) had a sampling rate of 8.0 Hz and consisted of regular box car functions with a width of 20.0 s. Box car functions are commonly used to model DCM inputs as they represent categorical experimental conditions. The step size \( h \) used for all simulations was 0.125 s, therefore matching with the sampling rate of \( u \). A total of 512 scans were simulated.

### 2.4. Comparing simulation performance

We compared the performance of mpdcm against the default integrator in SPM used for inference. This method is implemented in spm_int.m. It relies on a linear approximation of \( f \)

\[ \dot{x} = f(x, u, \theta) \approx J(u)x. \]

Using the same numerical integration scheme as in Eq. (10), which effectively corresponds to the analytical solution assuming linearity of \( f \) with respect to \( x \), the iterative updates are given by

\[ x_{t+\delta t} = e^{\delta t J(u)}x_t. \]

(12)

Because \( J(u) \) needs to be recomputed only when \( u \) changes, increasing the sampling rate of \( u \) when \( u \) is composed of only step functions does not change the results nor the number of computations necessary to generate simulations (Friston, 2002). This method is a compromise between computational time and accuracy, as it approximates \( f \) with a linear system, but preserves the nonlinearities in \( g \).

To further evaluate the performance gains provided by mpdcm, we also implemented a highly optimized, multithreaded C version of Euler’s method and compared it against mpdcm. This function is also available as part of our toolbox. We use openmp to multithread our implementation at the level of simultaneous simulations. Although a more fine-grained parallelization is possible, for a large number of simulations this simple scheme warrants constant high occupancy, as no synchronization is required. Moreover, a more fine-grained parallelization would also come at the cost of increased latency in the initialization of parallel threads, a problem not found in GPU units (Suchard et al., 2010).

We compared the differences in timing of a single simulation and then proceeded to test the gains in performance when simulating several models in parallel. Because SPM’s method lacks...
any optimization for parallel simulations, its computational time of multiple simulations is simply additive. Thus, we did not apply SPM’s method to more than one simulation. The experimental input $u$ used for these simulations had the same parameters as in the previous section.

2.5. Environment

Currently, mpdcm targets Nvidia graphical processing units and is written mostly in the C programming language using the Compute Unified Device Architecture (CUDA) API. Nvidia GPUs are off-the-shelf chip sets that make massively parallel architectures affordable for standard desktop computers. mpdcm has no dependencies on specialized libraries provided by the manufacturer except for the standard C library and the math library.

Simulations were performed on a dedicated machine with a twelve core AMD Opteron 6174 processor, a professional Nvidia Tesla M2050, Linux CentOS 6.5, and MATLAB 8.1. mpdcm was compiled with gcc 4.4.7. The Tesla M2050 has a single precision arithmetic peak performance of 1030.6 giga floating point operations per seconds (GFLOPS), and 512.2 GFLOPS for double precision arithmetic. All GPU and CPU simulations were performed on this machine if not indicated otherwise. In order to investigate the differences in performance that single and double floating point representation could produce, some of the simulations were performed on a machine equipped with an Intel i7 4770k, a Nvidia Geforce GTX 760, Linux Ubuntu 13.10, gcc 4.8.1 and MATLAB 8.1. The peak performance of single precision arithmetic of the GTX 760 is 2257.0 GFLOPS and only 94 GFLOPS of double precision arithmetic. It is important to notice that our goal was not to benchmark the two GPUs, but to evaluate the performance change produced by different ratios of single to double precision peak FLOPS. All other simulations were performed in single precision, unless otherwise stated. In the remainder of this paper, we first compare accuracy and performance gains in the simulation of BOLD data in DCM and then explore the application of our toolbox for model comparison.

3. Results

3.1. Accuracy

Fig. 3 shows a fragment of one simulation of the network using mpdcm and SPM. In this case, the range of the BOLD signals was $[-5.0, 3.4]$. The absolute difference between the signal simulated using Euler and Runge–Kutta integration schemes was always lower than 0.11 (max. mean absolute difference 0.013). Euler’s method diverged always less than 0.11 from SPM (max. mean absolute difference 0.013), whereas the Runge–Kutta’s method diverged less than $4 \times 10^{-4}$ from SPM (mean absolute difference $9 \times 10^{-5}$). To compare all five sets of random parametrizations, we computed the variance of the difference between the predicted signal using Euler’s and SPM’s method, and Runge–Kutta’s and SPM’s method as a percentage of the total variance of the predicted signals. For simplicity, the total variance of the signal was computed using the simulations from SPM. We found that the variance of the difference from the predicted signals was never larger than 0.1% (Euler’s method) and $10^{-5}$ × 0.1% (Runge–Kutta’s method) of the total variance of the signal indicating that all three integration schemes resulted in highly similar simulations, with Runge–Kutta and SPM yielding virtually identical simulations. Finally, we considered the effect of floating point number representation on the simulations. In order to verify that single precision representation did not cause any systematic rounding errors, we repeated the simulations both under single and double precision and compared the relative error of the single precision implementation with respect to the double precision. The relative error was defined as

$$\text{where } svalue \text{ and } dvalue \text{ stand for the values obtained using single and double precision, respectively. We found that the maximal relative error did not exceed } 2 \times 10^{-5} \text{ for both SPM and mpdcm.}$$

3.2. Performance gains

One of the main reasons for introducing mpdcm was to increase performance for costly simulations needed for inversion of DCM models. Here, performance on a three and six node network was assessed by running 20 consecutive simulations. The median values were used as summary statistics. Only minimal variance in the execution times was observed. Fig. 4 summarizes the results.

mpdcm can reduce the computation time required for generating simulations from DCM with respect to SPM by up to two orders of magnitude. It is important to note that although increasing the sampling rate of the input $u$ has a linear effect on the performance of mpdcm, it has no effect on SPM’s method. Thus, even though in practice the sampling rate of the input $u$ was 16 times larger in the simulations generated with mpdcm, our toolbox performed better while preserving the nonlinearities of $f$. The difference between
the GPU implementation and the multithreaded CPU implementation is lower, with the GPU Euler’s method being an order of magnitude faster than a CPU implementation when 600 simulations are performed in parallel. mpdcm is only marginally faster than a CPU implementation when a single system is evaluated.

We proceeded to investigate whether the performance of mpdcm was affected by the floating point number representation used. In Fig. 5, we compared the performance of mpdcm when using single and double precision floating point arithmetic in two different GPUs. In the Nvidia GeForce GTX 760, in the case of the Euler integrator, double precision was only marginally slower than single precision. However, double precision representation had a larger effect on Runge–Kutta’s method. In particular, we found that for 600 parallel simulations, a double precision implementation was almost between two and three times slower than a single float implementation. This effect disappeared on the Nvidia 2050 M, where only minor differences between single and double precision arithmetic were found.

Finally, we considered the increases in accuracy obtained as a function of computation time. We compared Euler’s and Runge–Kutta’s method by simulating a six node network with the same parameters as those used in the previous section. However, input u was sampled at only 0.5 Hz while the time step h was varied from 1.0 s to 0.03514 s. A single simulation and 300 parallel and simultaneous simulations were compared. The mean absolute error was obtained against a simulation using Runge–Kutta’s method with a time step of h = 2−8. Results are displayed in Fig. 6.

Please note that these results should be considered only a rough indication of performance gains. Differences in performance depend on several parameters, such as the number of nodes, TR, sampling rates, input and output size and structure, and hardware. Also, in the case of CPU implementation the linear increase in time can of course be compensated by the use of a larger number of CPUs.

4. Applications

4.1. Thermodynamic integration

mpdcm was developed to increase the performance of DCM in the context of computationally demanding inference problems. One particularly interesting challenge is the evaluation of the model evidence or marginal likelihood of a DCM.

Comparison of alternative DCMs is usually done by comparing the marginal likelihood between models given a data set y. This corresponds to computing the Bayes factors between models:

\[
\frac{p(y|m_1)}{p(y|m_2)} = \frac{\int p(y|\theta, m_1) p(\theta|m_1) d\theta}{\int p(y|\theta, m_2) p(\theta|m_2) d\theta}. \tag{14}
\]

Although a powerful approach, exact computation of marginal likelihoods is usually not possible because almost all but the simplest models lead to intractable integrals in Eq. (14). For this reason, approximations such as the Akaike Information Criterion (AIC), the Bayesian Information Criterion (BIC) or the negative free energy are typically used (Penny et al., 2004). In addition, several sampling-based methods have been proposed in the literature to compute
the evidence of intractable models (Kass and Raftery, 1995). For example, the identity
\[
\int \frac{1}{p(y|m)} p(\theta | y, m) d\theta = \frac{1}{p(y|m)},
\]
(15)
suggests using samples from the posterior distribution to estimate the marginal likelihood, an approach called the posterior harmonic mean estimator. Although an asymptotically unbiased estimator, this approach has several shortcomings, including a potentially infinite variance (Raftery et al., 2007). Gelman and Meng (1998) introduced in the statistical literature an alternative method to estimate marginal likelihoods called thermodynamic integration, originally proposed by Kirkwood (1935). In this approach, the difference in the normalization constants between two distributions is computed by constructing a continuous path between them. By integrating along this path, it is possible to compute differences in marginal likelihoods. More formally, thermodynamic integration is based on the equivalence (or a more general formulation thereof):
\[
\ln p(y|m) = \ln \int p(y|\theta, m) p(\theta|m) d\theta - \ln \int p(\theta|m) d\theta
\]
(16)
\[
= \int_{1}^{\beta} E_{p(y|\theta, m)} \ln p(y|\theta, m) d\theta.
\]
(17)

The path between prior and posterior is constructed by weighting the log likelihood function by the temperature $1-t$ with $t \in [0, 1]$. A graphical illustration of this path is displayed in Fig. 7. In practice this is achieved by first selecting a finite set of temperatures $0 = t_1 < t_2 < \cdots < t_{N-1} < t_N = 1$, then sampling from the unnormalized power posteriors $p(y|\theta, m)^{1-t} p(\theta|m)$, and finally numerically computing the integral in Eq. (17) using quadratures. Although it has been shown that in practice this method has higher accuracy and precision than alternative sampling methods (Calderhead and Girolami, 2009), it requires evaluating $N$ different power posteriors, with its accuracy increasing with $N$.

Samples from the power posteriors can be obtained using the Metropolis–Hastings algorithm. In this case, the likelihood of a sample drawn from the proposal distribution can be used for the acceptance step. Since the computation of the likelihood is the most expensive step, mpcdm greatly diminishes the run time of this algorithm.

4.2. Parallel tempering

If thermodynamic integration is implemented using the Metropolis–Hastings algorithm, it can be extended to improve the mixing of the Markov chains by allowing parallel chains to exchange information without changing their stationary distribution. This method is referred to as “population MCMC”, “replica exchange MCMC”, or “parallel tempering” (see Sengupta et al., 2015). The basic intuition underlying this approach is the idea of a set of Markov chains $n = 1, \ldots, N$ exchanging information in a way reminiscent of biological evolution, where chains in the population “mutate” and “mate” (Laskey and Myers, 2003). This intuition is formalized by the product distribution
\[
\pi_1(\theta_1) \pi_2(\theta_2) \cdots \pi_{N-1}(\theta_{N-1}) \pi_N(\theta_N),
\]
(18)
where $\theta_1, \ldots, \theta_N$ represent a population of parameters. Swendsen and Wang (1986) originally proposed to condition the distributions $\pi_1, \ldots, \pi_N$ with a temperature parameter in the same way as in thermodynamic integration, i.e.,
\[
\pi_n(\theta) \propto p(y|\theta, m)^{1-t_n} p(\theta|m),
\]
(19)
with $0 = t_1 < \cdots < t_N = 1$. In order to propagate information between chains, an exchange operator swaps the parameters $\theta_i$ with $\theta_j$ with probability:
\[
\min \left( 1, \frac{p(y|\theta_i, m)^{1-t_j} p(y|\theta_j, m)^{1-t_i}}{p(y|\theta_j, m)^{1-t_i} p(y|\theta_i, m)^{1-t_j}} \right)
\]
(20)
Since the exchange is reversible, the stationary distribution of each chain does not change. In practice, samples from each chain are drawn from the distribution defined in Eq. (18) and then samples from the population are exchanged according to Eq. (20). Samples drawn using this method can be used for either parameter estimation or for computing the evidence of a model through thermodynamic integration. Informally, since chains at higher temperature can explore the parameter space more freely, parallel tempering can dramatically improve the mixing of each particular chain (Calderhead and Girolami, 2009).

Pseudocode for parallel tempering using mpcdm is provided in Algorithm 2 (Altekar et al., 2004). The implementation generalizes path sampling with independent chains by adding a swapping step. Using path sampling and parallel tempering has already been suggested in the context of DCM (Sengupta et al., 2015). Our goal here is to show that these algorithms can be easily and efficiently implemented through mpcdm.

Algorithm 2:
\begin{algorithmic}
\Require $M \geq 1$ (Number of samples)
\Require $S \geq 1$ (Number of swaps)
\Require $0 \leq t_1 < \cdots < t_{N-1} < t_N = 1$ (Temperature schedule)
1: \For{$m = 0$ to $M$}
2: \For{$n = 0$ to $N - 1$}
3: \State Sample $\theta_n^{(m)}$ from $p(y|u, \theta_n^{(m)}) p(\theta_n)$
4: \EndFor
5: \EndFor
\EndFor
\For{$s = 0$ to $S - 1$}
\State Randomly select $k$ with $1 \leq k \leq N - 1$
\State Draw samples $\phi_k^{(m)}$ and $\phi_{k+1}^{(m)}$
\State \EndFor
\State Compute $\phi_k^{(m)} = \frac{1}{N} \sum_{n=1}^{N} \ln \frac{p(y|u, \phi_k^{(m)})}{p(y|u, \phi_{k+1}^{(m)})}$
\State \EndFor
\State Return $\frac{1}{N} \sum_{n=1}^{N} (\ln u - \ln \phi_n^{(m)}(\theta_n^{(m)}))$
\end{algorithmic}
exchange between chains makes the implementation of efficient parallel algorithms in computer grids far more challenging (Li et al., 2007). In particular, while path sampling can be implemented with completely parallel CPUs, parallel tempering requires the synchronization of the chains. Since mpdcm uses a single CPU and only the simulations are performed on a GPU, parallel tempering can be easily implemented. Fig. 8 displays samples of one connectivity parameter drawn using parallel tempering. The exchange operator effectively decorrelates samples drawn from each chain, increasing the statistical efficiency of this method at minimal computational costs.

Running parallel tempering using a purely CPU implementation is possible but the computational costs are much larger than with mpdcm. Assuming a DCM of 6 regions with 512 volumes, a total of 100 parallel chains, 40,000 iterations of the MCMC algorithm, and counting only the time required to perform simulations—based on results displayed in Fig. 4, it can be inferred that SPM would require over 22 days to finish the inversion of one session. For a multi-threaded CPU implementation in C, the time required would be reduced to 6.3 h, and for mpdcm Euler’s method, the time required would be reduced to 1.1 h.

Both thermodynamic integration as well as parallel tempering are implemented in mpdcm in the function taps_mpdcm_fmri_estimate.m. Besides these two algorithms, we have implemented a maximum a posteriori estimator for single and multiple subjects and several other routines specified in the documentation.

5. Discussion

In this paper, we presented mpdcm, a toolbox aimed at speeding up simulations from the generative model that underlies DCM. Our implementation does not compromise the nonlinearities in the model and is nevertheless computationally efficient. We used two integration methods for generating simulations: Euler’s method and a modified Runge–Kutta’s fourth order method. The two integration schemes did not strongly differ from each other with regard to the simulated BOLD signal. They also did not strongly differ from the SPM’s method based on Ozaki’s scheme (Ozaki, 1992). However, they strongly differed in their performance (Fig. 4). Euler’s method is more efficient because of the lower number of floating point operations and reduced memory complexity. Although more stable and precise methods exist, the characteristics of typical fMRI experiments and of DCM make Euler’s method an acceptable alternative when precision is strongly outweighed by the need of a large number of simulations. Highly precise simulations can still be generated using Runge–Kutta’s method without large additional computational time needed. Performance differences between a multithreaded CPU implementation of Euler’s method and mpdcm reached one order of magnitude, similarly to benchmarks published before for other algorithms (Lee et al., 2010b).

Higher order integrators were not considered here, as integrators of order 5 or higher increase the memory needs of most algorithms. Low storage explicit Runge–Kutta methods are available (Williamson, 1980; Ketchenson, 2010), and we implemented Blum’s (1962) modified Runge–Kutta’s fourth order algorithm, which requires only 3 registers for each state variable. Although not presented here, our toolbox includes an adaptive size integrator based on Bogacki and Shampine (1989) third order, embedded algorithm. This scheme has several computational advantages, and adaptive size integrators tend to outperform fixed step implementations. However, by nature, the number of iterations of this algorithm is unknown at scheduling time, a characteristic that makes the allocation of GPU resources much less efficient.

The double precision floating point format as defined by the IEEE 754 standard (see Goldberg, 1991) is the default data type of several scientific applications. However, it is not always clear whether the advantages inherent to this format are necessary in all applications. Double precision floats provide a dynamic range of over 600 orders of magnitude, a range which is not needed in, for example, brain imaging. Moreover, not all applications require more precision than a small number of decimal places, while double precision format provides approximately 15 decimal places of precision. Regarding performance, in the case of ×86 architectures, double and single precision arithmetic is implemented by the same 80 bit floating point unit. Therefore, in ×86 architectures, the main performance difference between both formats is due to memory latencies and bandwidth. In contrast to this, in the case of consumer level GPUs the theoretical ratio between peak double and single precision FLOPS is often close to 1:24 or 1:32. We found that double precision arithmetic (compared to single precision) reduced
importantly, proposed larger that where significant. Typical performance is generally, highest difference to the signal to noise ratio that is typical of fMRI experiments. Single precision floating point arithmetic is thus sufficiently accurate and recommended for mpdcm, as the effect on the performance of Runge–Kutta’s method is significant. This is particularly important for consumer-level GPUs, where the peak single precision arithmetic performance is much larger than the double precision peak performance.

mpdcm is particularly attractive when several systems are simulated in parallel, because under those conditions performance gains of up to two orders of magnitude with respect to single- and order of magnitude with respect to a multithreaded C implementation become evident. In order to show how to exploit these large increases in performance, we presented an algorithm that can be easily optimized with our toolbox. In particular, we presented a GPU implementation of parallel tempering, a variant of MCMC that is known to improve the mixing properties of the Markov chains of the Metropolis–Hastings algorithm, reducing the computational costs with respect to thermodynamic integration with independent chains. Implementing parallel tempering using mpdcm is straightforward, as all the parallelization is managed internally at the GPU level. Although the computational gains obtained through our toolbox have been illustrated using sampling algorithms, variational methods that require numerical optimization can also profit, as numerical differentiation can be easily implemented in mpdcm (but see Sengupta et al., 2014). Moreover, while we stressed here that mpdcm can generate simulations from models with the same input and different parametrizations, it also supports generating simulations from different models and different inputs. This is important, as it facilitates inference in models that incorporate several data sets, such as hierarchal multi-subject models (Raman et al. unpublished results).

We have presented two sampling algorithms that exploit the massive parallelism allowed by mpdcm. Other sampling methods that make use of parallel simulations have been proposed. For example, multiple try MCMC (Liu et al., 2000) relies on proposing several samples instead of a single one, as usually done in the Metropolis–Hastings algorithm. More recently, Calderhead (2014) proposed an algorithm similar in spirit that extends the acceptance step by using a finite state Markov chain. The algorithms presented here have the advantage of allowing the estimation of the model evidence, and, in the case of parallel tempering, improving the mixing of all the chains. It is important to note that this type of algorithms can be potentially combined, in order to fully exploit the gains in parallel, simultaneous evaluations of the model. Thus, parallel simulations can be added to increase the statistical efficiency of an algorithm at a minimal cost.

Several authors have proposed before to use GPUs in the context of MCMC methods (for a review see Guo, 2012; Suchard et al., 2010). For example, Lee et al. (2010a) considered the improvement in mixing rate in Gaussian mixture models using parallel tempering and found a large increase in statistical efficiency. Jacob et al. (2011) proposed to use parallelism to increase the efficiency of an independent Metropolis–Hastings algorithm. In this variant of MCMC, the updates proposed do not depend on the former step of the chain. Thus, candidate updates can be precomputed in parallel. More generally, the increased computational power provided by GPU has opened the door to Bayesian methods based on sampling that were unfeasible before.

In summary, we envisage that future applications of DCM will require increasingly large computational resources, for example, when the likelihood landscape of a model is multimodal, or when implementing sampling methods for multi-subject analysis. Due to the wide availability of GPUs, algorithmic advances can be readily available in the absence of access to large computer grids, or when there is a lack of expertise to implement algorithms in such grids.

Software note

The mpdcm toolbox is available under the GPL license as part of the open source TAPAS software at www.translationalneuromodeling.org/software.
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