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People form moral impressions rapidly, effortlessly and from 
a remarkably young age1–5. Putatively ‘bad’ agents command 
more attention and are identified more quickly and accurately 
than benign or friendly agents5–12. Such vigilance is adaptive, 
but can also be costly in environments where people some-
times make mistakes, because incorrectly attributing bad 
character to good people damages existing relationships and 
discourages forming new relationships13–16. The ability to accu-
rately infer the moral character of others is critical for healthy 
social functioning, but the computational processes that 
support this ability are not well understood. Here, we show 
that moral inference is explained by an asymmetric Bayesian 
updating mechanism in which beliefs about the morality of 
bad agents are more uncertain (and therefore more volatile) 
than beliefs about the morality of good agents. This asymme-
try seems to be a property of learning about immoral agents 
in general, as we also find greater uncertainty for beliefs 
about the non-moral traits of bad agents. Our model and data 
reveal a cognitive mechanism that permits flexible updating 
of beliefs about potentially threatening others, a mechanism 
that could facilitate forgiveness when initial bad impres-
sions turn out to be inaccurate. Our findings suggest that  
negative moral impressions destabilize beliefs about others, 
promoting cognitive flexibility in the service of cooperative 
but cautious behaviour.

Signs of bad character capture attention9–12 because people are 
strongly motivated to avoid being exploited by others16,17. However, 
erroneously inferring bad character can lead people to prematurely 
terminate valuable relationships and thereby miss out on the poten-
tial benefits of future cooperative interactions13–16. Thus, success-
fully navigating social life requires strategies for maintaining social 
relationships even when others behave inconsistently and some-
times commit immoral acts.

One possible strategy is to respond to defection with probabi-
listic cooperation18. Evolutionary models show that such ‘generous’ 
strategies outcompete strategies that summarily end cooperative 
relationships in the face of a single betrayal19,20. Generous strategies 
are also observed in humans who play repeated prisoner’s dilem-
mas in which the intended actions of others are implemented with 
noise20. Although evolutionary and economic models provide 
descriptive accounts of these behaviours, the cognitive mechanisms 
that enable them are not well understood. In particular, the compu-
tational processes that support adaptive moral inference in humans 
are unknown.

We propose that when people form beliefs about the moral 
character of others, their impressions about bad agents are more 
uncertain than their impressions about good agents. This makes 
impressions about bad agents more amenable to Bayesian updating,  

by which belief updates are proportional to the uncertainty of 
beliefs in accordance with Bayes’ rule21. Our hypothesis is based 
on evidence that threatening social stimuli are arousing22 and that 
arousal increases belief uncertainty in non-social perceptual learn-
ing23. This evidence suggests that threatening social stimuli (such as 
agents with inferred bad character) might induce belief uncertainty. 
Our proposal provides a possible solution for maintaining social 
relationships when others sometimes act immorally by enabling 
negative impressions to be more easily revised: if beliefs about puta-
tively ‘bad’ agents are volatile, such beliefs could be readily updated 
if the initial impression turned out to be mistaken.

At first glance, our hypothesis may seem inconsistent with 
decades of research in social psychology, much of which has exam-
ined impression formation from narrative descriptions of extreme 
and rare behaviours, such as theft or violence. This work provides 
evidence for a negativity bias in impression formation, in which 
people update their moral impressions to a greater degree from 
negative relative to positive information9,12,24. The primary expla-
nation for this valence asymmetry is that it reflects a differential 
diagnosticity of immoral versus moral behaviours: bad people often 
behave morally, but good people rarely behave immorally9. Indeed, 
recent work has suggested that valence asymmetries in impression 
updating can be explained by the perceptions of how rare immoral 
behaviours are, relative to moral behaviours25. This leaves open the 
question of whether people actually learn differently about agents 
who are inferred to be more versus less moral when their actions 
are equally diagnostic of their underlying character. This is the cen-
tral question that we addressed in the current studies. We focused 
on moral inference from behaviours that are not extreme or defini-
tive of character. Such behaviours comprise the vast majority of 
our daily social interactions: we most often judge others based on 
behaviours that are nasty or nice, not evil or saintly. Inferring char-
acter from minor slights or small favours is considerably more dif-
ficult than doing so from criminal deeds or heroic actions, but our 
success as a social species suggests that we are nevertheless able to 
do this effectively.

We developed an approach to investigate the computational 
basis of moral inference and its temporal dynamics. Participants 
predicted and observed the choices of two ‘agents’ who repeatedly 
decided whether to inflict painful electric shocks on another person 
in a different room in exchange for money (Fig. 1a). We generated 
agent behaviour using a model that accurately captures typical pref-
erences in this choice setting26,27. The model includes a ‘harm aver-
sion’ parameter, κ, which quantifies the subjective cost of harming 
the victim as an exchange rate between money and pain and ranges 
from 0 (profit maximizing) to 1 (pain minimizing) (Supplementary 
Fig. 1). Because ethical systems universally judge harming others 
for personal gain as morally wrong28, we operationalized moral  
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character as harm aversion in our paradigm. The two agents differed 
substantially in their harm aversion, with the ‘good’ agent requir-
ing more compensation per shock to inflict pain on others than the 
‘bad’ agent (bad: κ =  0.3 or £0.43 per shock; good: κ =  0.7 or £2.40 
per shock; Fig. 1b). The preferences of the good and bad agents 
were symmetric around the participants’ expectations of ‘average’ 
behaviour, which was not significantly different from κ =  0.5 (see 
Supplementary Results, study 8 for details).

On each trial, participants predicted the choice made by the 
agent and received immediate feedback on their accuracy. After 
every third trial, participants rated their subjective impressions of 
the agent’s morality on a scale ranging from ‘nasty’ to ‘nice’ and 
rated how uncertain they were about their impression on a scale 
ranging from ‘very certain’ to ‘very uncertain’.

We modelled participants’ predictions for each agent separately 
with a Bayesian learning model21 that generated a trial-wise sequence 
of belief estimates about each agent’s character (that is, the exchange 
rate between money and pain, latent variable, μ); a trial-wise sequence 
of uncertainties on those beliefs (latent variable, σ); and a global esti-
mate of belief volatility (parameter, ω) that describes the rate at which 
beliefs evolve over time (Fig. 1c). We use the term volatility here to 
be consistent with previous work using a similar model21,29,30 and 
because the volatility parameter in our model captures how rapidly 
beliefs change. Belief volatility is set in log space and is monotonically 
related to belief uncertainty (that is, more uncertain beliefs are more 
volatile21; for example, a change in ω from − 3.5 to − 4.0 corresponds 
to a 20% decrease in the average variance of posterior beliefs, σ). We 
report ω here; see Supplementary Information and Supplementary 
Table 1 for results for trial-wise uncertainty σ.

Formal model comparisons indicated that our model outper-
formed simpler Rescorla–Wagner models that do not account for 
uncertainty in beliefs (see Supplementary Methods, study 1, and 
Supplementary Table 2 for details). To test our hypothesis that char-
acter ratings and model parameter estimates μ and ω will differ 
between good and bad agents, we compared them using two-tailed 
non-parametric statistical tests that do not make assumptions about 
underlying distributions of the character ratings and parameter esti-
mates. We report means and the standard error of the mean (s.e.m.) 
as mean ±  s.e.m.

Our approach extends previous methods that were used to probe 
impression formation in several ways. First, because our paradigm 
used a computational model of moral preferences rather than nar-
rative descriptions of behaviours (as in past social psychology 
research), we were able to very tightly control how informative the 
behaviours of agents were with regard to their underlying prefer-
ences. We precisely matched the trial sequences with respect to how 
much information was provided about each agent’s character over 
the course of learning (see Supplementary Methods, study 1 for 
details). In this way, we ensured that the statistics of the environ-
ment did not advantage learning about either the good or the bad 
agent, and this symmetry was confirmed by the fact that an ideal 
Bayesian observer learned identically about the good and the bad 
agents (Supplementary Table 3). Because of this design feature, we 
can confidently infer that the belief asymmetries that we observed 
in our studies were not due to asymmetries in the information 
that we provided to participants (in contrast to past studies using  
narrative descriptions of behaviours, in which moral informa-
tion was evaluated as less diagnostic than immoral information25). 
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Fig. 1 | Learning task and model. a, Participants predicted sequences of choices for two agents: ‘Decider A’ and ‘Decider B’. On each trial, the agent chose 
between a more harmful (more shocks inflicted on another person for more money) and a less harmful (fewer shocks and money) option. After every third 
trial, participants rated their impression of the moral character of the agent. In studies 2–5, participants also rated the uncertainty of their impression. For 
each study, the learning task used local currency (GBP for study 1, USD for studies 2–8). b, Heat maps summarize the bad agent’s (κ =  0.3) or the good 
agent’s (κ =  0.7) probability of choosing the more harmful option as a function of money gained and shocks delivered. c, Model schematic for learning 
about a good agent. Beliefs about moral character are represented by probability distributions. The mean of the distribution (μ) describes the current belief 
about the agent after trial t, and the variance of the distribution (σ) describes the current uncertainty on that belief. Beliefs evolve over time as a Gaussian 
random walk whose step-size is governed by ω, a participant-specific parameter that captures individual differences in belief volatility.
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Second, in contrast to past work, which focused on descriptive 
measures over relatively few trials, our methods allowed us to mea-
sure the dynamics of impression formation over time. Finally, our 
paradigm allowed us to measure the uncertainty and volatility of 
people’s impressions in addition to the valence of those impressions, 
which has been the primary focus of past work. By doing so, we 
are able to bridge our investigation of moral inference with founda-
tional work on perceptual and reinforcement learning21,23 and show 
that similar computational principles underlie learning across these 
diverse domains29,31,32.

In an initial study (study 1), we measured moral inference in 38 
participants in the laboratory. Our model fit the predictions of par-
ticipants well, explaining behaviour with 87% accuracy on average 
(Supplementary Table 4). Participants accurately inferred that the 
bad agent was less moral than the good agent, as evident in sub-
jective character ratings (Wilcoxon signed-rank test, final charac-
ter rating: bad =  42.663 ±  4.021; good =  78.831 ±  2.869; P <  0.001; 
Supplementary Table 5) and the model’s estimates of beliefs (final μ: 
bad =  0.332 ±  0.004; good =  0.681 ±  0.004; P <  0.001; Supplementary 
Table 1). Notably, subjective character ratings and modelled beliefs 
followed different dynamics: although subjective character ratings 
rapidly distinguished between the agents, beliefs in the model inte-
grated over more information and updated gradually over a lon-
ger timescale. Participants formed subjective impressions of the 
agents’ character well before they developed precise beliefs about 
the agents’ moral preferences.

As predicted, beliefs about the morality of bad agents 
were more volatile than beliefs about good agents (ω: bad =  − 
3.779 ±  0.102; good =  − 4.212 ±  0.104; P = 0.001; Supplementary 
Table 1). Participants were consciously aware of this asymmetry, 
as they rated their impressions of the bad agent as more uncer-
tain than their impressions of the good agent (mean uncertainty 
rating: bad =  28.623 ±  2.428; good =  20.612 ±  2.367; P <  0.001; 
Supplementary Tables 5 and 6). We found that the difference 
in the volatility of beliefs about the moral character of the good 
and the bad agents was significantly larger for participants than 
an ideal Bayesian observer (Δω: participants =  0.433 ±  0.121; 
Bayesian =  0.015 ±  0.011; P <  0.001; Supplementary Table 3). Thus, 
the asymmetry that we observe in moral learning cannot be due to 
the statistics of the environment.

In a second study (N =  163), we sought to replicate our findings in 
a larger and more diverse sample and to test whether the participants’ 
moral impressions of the two agents affected their social behaviour by 
inviting them to entrust money to each agent in a one-shot trust game 
after learning about both agents (see Supplementary Methods, study 
2 for details). Replicating our previous results, participants accu-
rately inferred that the bad agent was less moral than the good agent 
(final μ: bad =  0.301 ±  0.004; good =  0.707 ±  0.003, P <  0.001; char-
acter rating: bad =  42.227 ±  1.962; good =  80.706 ±  1.444, P <  0.001;  
Fig. 2a and Supplementary Tables 1 and 5). Participants also entrusted 
the good agent with twice as much money as the bad agent, demon-
strating that these moral impressions are relevant to social economic 
decisions (amount entrusted: bad =  3.36 ±  0.30; good =  7.15 ±  0.29, 
P <  0.001; Fig. 2b and Supplementary Table 7). As in the first study, 
beliefs about the moral character of the bad agent were more uncer-
tain and volatile than beliefs about the good agent (mean uncertainty 
rating: bad =  33.078 ±  1.330; good =  24.078 ±  1.371, P <  0.001; ω: 
bad =  − 3.411 ±  0.051; good =  − 3.877 ±  0.051, P < 0.001; Fig. 2c,d and 
Supplementary Tables 1 and 5). Our model predicts that there would 
be a larger trial-wise updating of character ratings for the bad agent 
than for the good agent. This was confirmed in a model-free analy-
sis in which we compared the magnitude of changes in trial-to-trial 
ratings between the good and the bad agents (see Supplementary 
Results, study 2, and Supplementary Table 8).

In a third study (N =  135), we increased the stochasticity of agent 
choices to test whether the differences that we observed for learning 

about bad compared to good agents are robust to noisy environ-
ments. We replicated all of the findings from studies 1 and 2 (see 
Supplementary Results, study 3, and Supplementary Tables 1 and 5), 
including the key result that beliefs about the moral character of bad 
agents are more volatile than those about good agents (ω: bad =  − 
3.468 ±  0.042; good =  − 3.974 ±  0.043, P <  0.001). Furthermore, to 
ensure that our findings in studies 1–3 were not an artefact of the 
scale that participants used to rate the morality of agents (rang-
ing from nasty to nice), we replicated all findings in an additional 
study using an alternative scale (ranging from bad to good; see 
Supplementary Methods and Supplementary Results, study 7, and 
Supplementary Tables 1 and 5).

One possible explanation for why people form more uncertain 
beliefs about the moral character of bad than of good agents is a 
strong prior expectation that people will behave morally33,34, thus 
rendering the behaviour of the bad agent more surprising. To inves-
tigate this possibility, we asked a separate group of participants to 
predict, in the context of decisions to profit from the pain of oth-
ers, how ‘most people’ would choose (see Supplementary Methods, 
study 8). This allowed us to estimate participants’ expected level of 
harm aversion (κ) within the context of our task. No feedback was 
provided to participants during the task, but to motivate accurate 
predictions, participants received a financial bonus for each trial 
in which they successfully predicted the majority response. We 
found no evidence that people expected others to behave more like 
the good agent. In fact, we cannot reject the hypothesis that the 
expected κ came from a distribution with a median (κ =  0.5) equidis-
tant from that of the good and bad agents (mean expected κ =  0.445, 
one sample signed-rank test, P =  0.178). These results suggest that 
our observation of more uncertain beliefs about the morality of bad 
agents cannot be fully attributed to prior beliefs about the morality 
of others.

In addition, we measured the beliefs of participants about the 
character of the agents before starting the learning task. If the asym-
metry in learning is explained by prior expectations that people will 
behave morally, then this asymmetry should be larger when peo-
ple expect others to be nicer. However, we found no relationship 
between prior expectations about the agents’ moral character and 
between-agent differences in our key dependent measures, such as 
ω and subjective uncertainty ratings (see Supplementary Results, 
study 2, Supplementary Table 9 and Supplementary Fig. 2). We also 
did not find a relationship between learning asymmetries and self-
reports of generalized trust in others (see Supplementary Results, 
study 8, and Supplementary Fig. 3).

In a fourth study (N =  220), we examined whether the asymme-
try in learning about bad compared to good agents extends to learn-
ing about a trait unrelated to morality. If the asymmetry is specific 
to moral impressions, then it should be larger when learning about 
moral character than when learning about a non-moral trait, such 
as competence. To test this, we randomized participants into either 
a morality condition (N =  109; Fig. 3a) or a competence condition 
(N =  111; Fig. 3b). In the morality condition, participants predicted 
the moral choices of a bad agent and a good agent as before. In the 
competence condition, participants predicted the basketball per-
formance (the number of points scored per minute) of a low-skill 
agent and a high-skill agent. Crucially, task parameters were pre-
cisely matched across conditions so that an ideal Bayesian observer 
would learn identically in all cases, permitting direct comparison of 
model estimates and subjective ratings. We chose to examine learn-
ing about basketball ability rather than other traits related to com-
petence, such as intelligence or social ability, because previous work 
has shown that the latter are not independent of impressions of 
moral character35. By contrast, we expected inferences about basket-
ball ability to be independent from inferences about moral charac-
ter. Pilot testing supported this claim (see Supplementary Methods, 
study 4). Thus, our design allowed us to directly test the specificity 
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of our observed effect for moral inference because it is unlikely that 
participants would form moral impressions from observations of a 
basketball performance alone.

As predicted, between-agent differences in uncertainty ratings  
and belief volatility were significantly larger in the morality  
condition than in the competence condition (rank sum test,  
difference in the mean uncertainty rating: morality =  4.870 ±  1.467, 
competence =  − 2.778 ±  1.161, P <  0.001; difference in ω: moral-
ity =  0.316 ±  0.069, competence =  − 0.060 ±  0.069, P <  0.001). 
Participants’ beliefs about bad agents were more uncertain and 
volatile than beliefs about good agents (mean uncertainty rating: 
bad =  29.335 ±  1.598; good =  24.166 ±  1.607, P <  0.001; ω: bad =  − 
4.390 ±  0.064; good =  − 4.714 ±  0.048, P <  0.001; Supplementary 

Tables 1 and 5), but there was no difference in the volatility of  
beliefs about low-skill and high-skill agents (mean uncertainty  
rating: low skill =  18.457 ±  1.227; high skill =  20.653 ±  1.274, 
P =  0.076; ω: low skill =  − 4.726 ±  0.047; high skill =  − 4.655 ±  0.057, 
P =  0.566; Fig. 3c).

Previous work has shown that bad behaviours carry more weight 
than good behaviours in moral impression formation9,10,12,25. In our 
studies, the bad agent by definition makes more immoral choices 
than the good agent, and so we cannot be sure that the observed 
asymmetry in learning is driven by inferences about the moral 
character of the good and bad agents rather than responses to the 
choices that the good and bad agents make. We predicted that the 
threatening nature of bad agents would increase the uncertainty 
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and volatility of beliefs, thereby destabilizing beliefs in a non-
specific manner. This prediction is consistent with past literature 
showing that task-irrelevant threatening cues increase attention and 
information processing36. If inferring bad moral character exerts 
a global effect on social impression formation, then beliefs about 
other traits, such as competence, should also be more volatile for 
agents that are believed to be immoral. We tested this hypothesis in 
a fifth study where participants (N =  189) simultaneously inferred 
the morality and competence of a good agent and a bad agent with 
similar levels of competence (Fig. 4a). Supporting our hypothesis, 
participants formed more volatile beliefs about the bad agent’s 
morality and competence relative to the good agent (Fig. 4b; moral 
ω: bad =  − 4.116 ±  0.046; good =  − 4.428 ±  0.039, P <  0.001; compe-
tence ω: bad =  − 4.224 ±  0.039; good =  − 4.327 ±  0.034, P =  0.002; 
Supplementary Table 1). Moral impressions also affected partici-
pants’ own conscious awareness of the uncertainty of their beliefs: 
participants expressed greater uncertainty in their impressions of 
the bad agent’s morality and competence (moral uncertainty rating: 
bad =  27.880 ±  1.019; good =  24.209 ±  1.027, P <  0.001; competence 
uncertainty rating: bad =  28.875 ±  1.995; good =  27.277 ±  1.992, 
P =  0.020; Supplementary Table 5).

Our results suggest that impressions of bad agents are more rap-
idly updated in the face of new evidence than impressions of good 
agents. We hypothesized that this mechanism would enable people 
to rapidly revise an initially bad impression of another person if their 
behaviour subsequently improves. To test this, in a final preregis-
tered study, we examined how people update their impressions of 
bad and good agents following a shift in their behaviour (https://osf.
io/5s23d/). Participants (N =  364) were randomized to learn about an 
agent who was initially either bad or good, but then began to make 
choices that were consistently either more or less moral than previ-
ously (Fig. 4c and Supplementary Methods, study 6). In this study, we 
explicitly set participants’ prior beliefs at κ  =  0.5 by instructing them 
that “on average, people require $1 per additional shock to the ‘vic-
tim’”. Because beliefs about bad agents are more volatile, we predicted 
that participants would more strongly update their impressions of bad 
agents than of good agents. We tested our hypothesis by comparing,  

for bad versus good agents, the extent to which participants updated 
their impressions, defined as the difference between character ratings 
before versus after the agents’ preferences shifted. Because this study 
investigated how people update character impressions in response to 
contradictory information, the design most closely resembled those 
implemented in past social psychology studies24,25.

As predicted, we observed a main effect of agent on impres-
sion updating, in which participants updated their character rat-
ings more for bad agents than for good agents (rank sum, update: 
bad =  18.951 ±  1.245, good =  14.928 ±  1.316, P <  0.001). There was 
also a main effect of shift direction: updating was greater when 
morality worsened than when it improved (rank sum, update: 
worsen =  22.083 ±  1.389; improve =  11.468 ±  1.010, P <  0.001). This 
is consistent with past reports of negativity bias in impression for-
mation9–11, in which people show stronger impression updating in 
response to inconsistent immoral behaviours relative to moral behav-
iours. The main effects were qualified by an interaction between agent 
and shift direction (Kruskal–Wallis, P <  0.001), in which asymmetric 
updating was more pronounced when morality improved than when 
morality worsened (Fig. 4d). At first glance, this interaction may 
seem surprising because our model only predicts a main effect of 
agent and does not differentiate between positive and negative updat-
ing. However, our theoretical framework proposes that people form 
more volatile beliefs about putatively bad agents due to an adaptive 
mechanism whereby potentially threatening cues increase attention 
and learning. Thus, when a ‘good’ agent’s behaviour suddenly wors-
ens, participants may infer a potential threat, prompting their beliefs 
about the agent to become more uncertain and amenable to rapid 
updating. Consistent with these predictions, the degree of impres-
sion updating tracked with participants’ change in subjective rat-
ings of uncertainty before versus after the agents’ behaviour shifted 
(Spearman’s ρ, P =  0.006; Supplementary Results, study 6).

We have demonstrated in six studies that bad moral impressions 
are more volatile than good moral impressions. Furthermore, infer-
ring bad character destabilized overall social impression formation, 
spilling over into learning about a non-moral trait. When moral 
behaviour improved, impressions were updated faster for putatively 

–6

–5

–4

–3

0

–6

–5

–4

–3

0
Morality Competence

–1.2

–0.8

–0.4

0

0.4

0.8

a

Predict:
Moral choice

Basketball performance

Rate:
Moral character

Skill level

c d **

Improved Worsened

b

Aversion to harming the victim (κ)

Bad
worsened

Bad
improved

Good
worsened

Good
improved

***

B
el

ie
f v

ol
at

ili
ty

 (
ω

)

**

Im
pr

es
si

on
 u

pd
at

e

NS
Bad
Good
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bad agents than for good agents. Thus, the volatility of bad moral 
impressions may facilitate forgiveness by enabling initially bad 
impressions to be rapidly updated if behaviour improves.

Despite the robustness of our findings, our paradigm has an 
important limitation: accepting money in exchange for shocks that 
are painful but not dangerous is a relatively mild moral transgres-
sion. Mild transgressions represent the vast majority of transgres-
sions that will be personally experienced by most individuals, and 
thus, the mechanisms that we identify here may explain everyday 
changes in beliefs about the moral character of others. However, it 
is unclear how these results will generalize to learning about more 
extreme transgressions, such as assault, rape or murder.

By simultaneously measuring implicit beliefs about moral pref-
erences that guided behavioural predictions, as well as explicit 
subjective impressions of moral character, our paradigm revealed 
that beliefs and subjective impressions followed different dynam-
ics. Consistent with previous work3, participants rapidly formed 
subjective impressions about moral character after just a few trials. 
Meanwhile, beliefs in the model integrated over more information 
and updated gradually over a longer timescale, reflecting the fact 
that the model estimates the precise exchange rate between money 
and pain, which cannot be inferred from a single trial. These differ-
ent dynamics highlight how subjective moral impressions are often 
based on highly impoverished information; in our studies, par-
ticipants were readily willing to judge the character of others well 
before they formed precise beliefs about their moral preferences. 
Why and how people jump to conclusions about the character of 
others despite lacking sufficient information to accurately predict 
their behaviour remain important questions for further study.

Although theoretical models of person perception have claimed 
the independence of trait dimensions (namely, warmth and compe-
tence)1, other evidence suggests that judgements across trait dimen-
sions may share a positive relationship35,37. Our work lends further 
support to the possibility that the cognitive processing of different 
traits belonging to the same individual are related and offers tools 
for addressing this question. By considering uncertainty of beliefs 
in addition to valence, future work may shed new light on how the 
mechanisms supporting different dimensions of person perception 
relate to one another.

Overall, our findings are consistent with research identifying a 
negativity bias in impression formation, in which bad behaviours 
command more attention than good behaviours9–12 and research 
showing that uncertain attitudes are susceptible to change38. Taken 
together, our results extend this literature to show that, when con-
sidered within a Bayesian learning framework, a negativity bias nat-
urally makes impressions more volatile, in which impressions about 
bad agents are more rapidly updated than impressions about good 
agents. We suggest that, by destabilizing the overall impressions of 
others, the learning mechanism described here promotes cognitive 
flexibility in the service of building richer models of potentially 
threatening others. This mechanism provides an algorithmic solu-
tion to the problem of moral inference in a world where people 
sometimes make mistakes and helps to resolve the paradox of how 
people can forgive despite the potency of negative information in 
judging the moral character of others.

Methods
The research was approved by the Medical Sciences Interdivisional Research Ethics 
Committee, University of Oxford, UK (study 1, MSD-IDREC-C1-2015-001; studies 
2–8, MSD-IDREC-C1-2015-098). All participants provided informed consent 
and were compensated for their time. For each study, the learning task used local 
currency (GBP for study 1, USD for studies 2–8).

For study 1, 39 participants were recruited from the University of Oxford 
participant pool. One participant was excluded from the analysis as their 
performance was below chance in the learning task (< 50% accuracy). For study 
2, 253 participants were recruited from Amazon Mechanical Turk (AMT) and 87 
were excluded for below-chance performance. For study 3, 162 participants were 

recruited from AMT and 27 were excluded for below-chance performance.  
All participants from studies 1–3 completed a learning task that involved predicting 
sequences of moral decisions made by two agents who differed in their moral 
character (Fig. 1a). Throughout the task, participants indicated their impression of 
the agents’ moral characters (on a scale from nasty to nice) and how certain they 
were about this impression. To motivate accurate performance, participants in 
studies 2 and 3 were instructed that they would later decide whether to trust each of 
the agents in a one-shot trust game that could earn them additional money.

For study 4, 280 participants were recruited from AMT and randomly assigned 
to complete either a moral learning task or a competence learning task (Fig. 3a,b).  
In the morality condition, participants predicted the moral choices of two agents 
who differed in moral character. In the competence condition, participants 
predicted the basketball performance of two agents who differed in skill level. For 
study 4, 31 participants from the morality condition and 29 participants from the 
competence condition were excluded for below-chance performance. To motivate 
accurate predictions, participants received a monetary bonus for high accuracy.

For study 5, 259 participants were recruited from AMT and 70 were excluded 
for below-chance performance. Participants completed a learning task in which 
they simultaneously predicted and observed the moral choices and basketball 
performance of two agents who substantially differed in their moral character  
(one bad agent and one good agent) but were equally competent at basketball  
(Fig. 4a). As in study 4, participants received a monetary bonus for high accuracy.

For study 6, 408 participants were recruited from AMT and 44 were excluded 
for below-chance performance. Participants were randomized to learn about an 
agent who was initially either bad or good, but then began to make choices that were 
consistently either more or less moral than previously. Together, this resulted in four 
conditions, manipulated between participants: (1) bad agent becomes more moral, 
(2) bad agent becomes less moral, (3) good agent becomes more moral and (4) good 
agent becomes less moral. Prior to observing any of the agents’ choices, participants 
were explicitly instructed on how the average person behaved in the task. As in 
studies 4 and 5, participants received a monetary bonus for high accuracy.

In an additional study (referred to as study 7 in Supplementary Methods and 
Supplementary Results), 125 participants were recruited from AMT and 9 were 
excluded for below-chance performance. Study 7 was identical to studies 1 and 
2; however, instead of rating the moral character of the agents on a scale ranging 
from nasty to nice, participants rated the moral character of the agents on a scale 
ranging from bad to good. To motivate accurate predictions, participants received a 
monetary bonus for high accuracy.

In a second additional study (referred to as study 8 in Supplementary Methods 
and Supplementary Results), 30 participants were recruited from AMT to predict, 
in the context of decisions to profit from the pain of others, how ‘most people’ 
choose. No feedback was provided to participants during the task, but each trial 
that participants correctly predicted the majority response was awarded as a bonus 
payment upon completion of the study.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Code availability. All relevant MATLAB codes are available from the 
corresponding author upon request.

Data availability
The data that support the findings of this study are available from the 
corresponding author upon request.
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Statistical parameters
When statistical analyses are reported, confirm that the following items are present in the relevant location (e.g. figure legend, table legend, main 
text, or Methods section).

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistics including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND 
variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Clearly defined error bars 
State explicitly what error bars represent (e.g. SD, SE, CI)

Our web collection on statistics for biologists may be useful.

Software and code
Policy information about availability of computer code

Data collection Data collection for study 1 was conducted using Matlab (Mathworks) R2016a, and presented using the Cogent Toolbox. All subsequent 
studies were conducted online and utilized the web application framework Ruby on Rails (studies 2 through 7), or the Qualtrics research 
platform (study 8).

Data analysis All data analysis was completed in Matlab (Mathworks). Model parameter estimates were estimated from trial-wise predictions using the 
Broyden Fletcher Goldfarb Shanno optimization algorithm as implicated in the HGF toolbox, which is available at https://tnu.ethz.ch/
tapas

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers 
upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
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- Accession codes, unique identifiers, or web links for publicly available datasets 
- A list of figures that have associated raw data 
- A description of any restrictions on data availability

The data that support the findings of this study are available from the corresponding author upon request. All relevant Matlab code are available from the 
corresponding author upon request.
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Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Our manuscript consists of 8 quantitative studies. Studies 1, 2, 3, 5, 7, and 8 are fully within-subject designs. Study 4 is a mixed within and 
between-subject design, while study 6 is a fully between-subject design. 

Research sample Study 1 included male and female participants, ages 18 to 35, with no history of systemic or neurological disorders, psychiatric disorders, 
medication/drug use, pregnant women, or more than a years' study of psychology. All subsequent studies included male and female 
American adults (>18 years of age), residing within the United States. This allowed us to engage a large number of diverse respondents 
outside of a University subject pool, allowing for a more representative sample. 

Sampling strategy The sample size for the initial study was calculated to detect a moderate effect. All subsequent sample sizes were based directly on 
power calculations based on the observed effect sizes from previous studies. Supplemental materials, section 4.1.1 and section 6.1.1

Data collection Data collection for study 1 was conducted in the laboratory using Matlab (Mathworks) R2016a and utilized the Cogent graphics toolbox 
for stimulus presentation. Responses where made using a standard computer mouse and keyboard. A researcher was present in the 
laboratory only during task instructions, however no researcher was present while participants completed subsequent experimental 
procedures/tasks. Data collection for all subsequent studies were conducted online, with participants recruited from Amazon's 
Mechanical  Turk. Investigators were blinded to group allocation during data collection. 

Timing Study 1 was conducted between May 1 2016 and October 11 2016.  
Study 2 was conducted in October 2015 
Study 3 was conducted in February 2016 
Study 4 was conducted in March 2016 
Study 5 was conducted in May 2016 
Study 6 was conducted in July 2017 
Study 7 was conducted in May 2017 
Study 8 was conducted in October 2016

Data exclusions Participants were excluded from the analysis if their performance in the learning task (described in Supplementary materials section 
1.1.2) was below chance (i.e., less than 50% accuracy). This criteria was pre-established.  However, we confirmed that the pattern of the 
results holds when all participants are included (see Additional Data Table S1 and S2). Methods, page 9 of manuscript. Supplementary 
materials, sections 1.1.1, 2.1.1, 3.1.1, 4.1.1, 5.1.1, 6.1.1, 7.1.1

Non-participation No participants dropped out or declined. 

Randomization Participants were randomized within our web application framework, Heroku. Thus, experimenters were unaware of which participants 
were allocated to which experimental condition. Randomization was not associated with any features of the participant, such as 
demographic or other individual differences variables. 
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Materials & experimental systems
n/a Involved in the study

Unique biological materials

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Human research participants
Policy information about studies involving human research participants

Population characteristics See above.

Recruitment For study 1, participants were recruited from the University of Oxford Psychology Research recruitment scheme. For all 
subsequent studies, participants were recruited from Amazon's Mechanical Turk. All participants were compensated for their 
participation. 
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