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Abstract
Aspirin is considered a potential confound for functional magnetic resonance imag-
ing (fMRI) studies. This is because aspirin affects the synthesis of prostaglandin, a 
vasoactive mediator centrally involved in neurovascular coupling, a process underly-
ing blood oxygenated level dependent (BOLD) responses. Aspirin-induced changes 
in BOLD signal are a potential confound for fMRI studies of at-risk individuals or 
patients (e.g. with cardiovascular conditions or stroke) who receive low-dose aspirin 
prophylactically and are compared to healthy controls without aspirin. To examine 
the severity of this potential confound, we combined high field (7 Tesla) MRI during 
a simple hand movement task with a biophysically informed hemodynamic model. 
We compared elderly individuals receiving aspirin for primary or secondary prophy-
lactic purposes versus age-matched volunteers without aspirin medication, testing for 
putative differences in BOLD responses. Specifically, we fitted hemodynamic mod-
els to BOLD responses from 14 regions activated by the task and examined whether 
model parameter estimates were significantly altered by aspirin. While our analyses 
indicate that hemodynamics differed across regions, consistent with the known re-
gional variability of BOLD responses, we neither found a significant main effect of 
aspirin (i.e., an average effect across brain regions) nor an expected drug × region in-
teraction. While our sample size is not sufficiently large to rule out small-to-medium 
global effects of aspirin, we had adequate statistical power for detecting the expected 
interaction. Altogether, our analysis suggests that patients with cardiovascular risk re-
ceiving low-dose aspirin for primary or secondary prophylactic purposes do not show 
strongly altered BOLD signals when compared to healthy controls without aspirin.
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1  |   INTRODUCTION

Aspirin belongs to the group of non-steroidal anti-inflam-
matory drugs (NSAID) and is one of the most frequently 
used substances to reduce inflammation or pain (Vane, 1971; 
Vane & Botting,  2003). As a result of its additional effect 
on thrombocyte aggregation, it is commonly used in primary 
and secondary prevention of vascular disease (e.g., heart dis-
ease, stroke). It is known to inhibit cyclooxygenase (COX), 
an enzyme responsible for the production of prostaglandins 
(PG) through the conversion of arachidonic acid. The inhi-
bition of COX results in a reduction of the synthesis of PG 
which, amongst other functions, serve to regulate contraction 
and dilation of vascular smooth muscle cells (Bolton, 1979). 
Notably, COX has different isoforms (COX-1 and COX-
2) with differential and complex effects on vascular tone 
(Félétou et al., 2011; Vanhoutte, 2009), and the effect aspi-
rin exhibits on COX is dose dependent (Warner et al., 2011). 
In low doses (less than 100 mg/d), aspirin primarily inhibits 
COX-1. Intermediate to high doses of aspirin (650 mg-8 g/d) 
effectively inhibit both COX-1 and COX-2.

This has potential implications for fMRI since, in the 
brain, COX-dependent PG are involved in vasodilation 
in response to neural activity; for reviews, see (Haydon & 
Carmignoto, 2006; Lauritzen, 2005). This link between neu-
ral activity and vascular responses (neurovascular coupling) 
is an essential component in the generation of the blood ox-
ygenated level dependent (BOLD) signal (Hillman,  2014; 
Huber et  al.,  2014). In brief, neural activity induces local 
functional hyperemia, i.e., an increase in regional cerebral 
blood flow (rCBF) in the vicinity that surpasses metabolic 
demand. This leads to an increase in oxygenated relative to 
deoxygenated hemoglobin which, in turn, changes the mag-
netic properties of blood (oxygenated hemoglobin is diamag-
netic, while deoxygenated hemoglobin is paramagnetic) and 
thus the BOLD signal.

While the exact basis of neurovascular coupling is still 
subject to debate (Hillman, 2014), one potential mechanism 
concerns the increase of calcium in response to activation of 
glutamatergic receptors (Zirpel et  al.,  1995). This increase 
in calcium, in turn, leads to activation of phospholipase A2 
(PLA2), with subsequent production of arachidonic acid that 
is converted to vasoactive prostaglandins by means of COX 
(Hillman, 2014; Lind et al., 2013; Wang et al., 2006; Winship 
et al., 2007). This chain of biochemical events suggests that 
an inhibition of COX by NSAID, like aspirin, and the ensu-
ing reduction in vasodilatory prostaglandins could diminish 
blood flow and thus the BOLD signal.

While potential effects of aspirin on the BOLD response 
are relevant for any BOLD-fMRI study, this might be of par-
ticular concern for experiments with patients with cardiovas-
cular conditions and/or stroke. These patients often require 
daily aspirin for secondary prophylaxis, yet are typically 
compared to healthy controls that are not matched for aspirin 
intake. This may induce a systematic bias when comparing 
the two groups (D’Esposito et al., 2003) and represents a gen-
eral potential concern for comparing younger participants to 
elderly participants (who are more likely to receive prophy-
lactic aspirin).

So far, studies examining the potential influence of COX 
inhibition on rCBF and BOLD signal have primarily fo-
cused on animals. For instance, both non-selective COX in-
hibition by indomethacin and selective inhibition of COX-2 
by rofecoxib significantly reduced rCBF in rats (Bakalova 
et al., 2002). Similarly, Stefanovic et al. found a significant 
decrease in rCBF as well as BOLD signal in rats by the pref-
erential COX-2 inhibitor meloxicam (Stefanovic et al., 2006). 
Furthermore, decreases in resting rCBF were observed after 
administration of aspirin in rabbits (Bednar & Gross, 1999) 
and rats (Quintana et al., 1983).

While these animal studies fairly consistently demon-
strate effects of COX inhibition (mainly via COX-2) on 
rCBF and BOLD signals, these experiments were per-
formed with acute administration of NSAID, typically at 
high doses and mostly with drugs other than aspirin. In 
humans, a few studies of aspirin effects on CBF and/or 
BOLD have been performed (Bruhn et al., 2001; Johkura 
et al., 2012; Kröger & May, 2014; Maihöfner et al., 2007; 
Markus et  al.,  1994). Here, the picture is less clear. In 
brief, examining seven healthy volunteers with transcra-
nial Doppler ultrasound, Markus et al. (1994) found that a 
single dose of aspirin (1,200 mg) did not alter blood flow 
velocity in the middle cerebral artery or vascular reactivity 
to hypo-/hypercapnia (Markus et al., 1994). Furthermore, 
Johkura et  al.  (2012) studied the therapeutic efficacy of 
aspirin (daily 100  mg over a course of 6  months) versus 
cilostazol in patients with chronic dizziness after ischemic 
stroke. The authors further utilized single-photon emission 
computed tomography (SPECT) to study the impact of the 
two medications on CBF. While cilostazol altered CBF, no 
significant effect of aspirin on CBF was observed (Johkura 
et al., 2012). Similarly, Bruhn et al. (2001) used fMRI to in-
vestigate brain activity in response to visual stimulation in 
10 healthy volunteers (Bruhn et al., 2001), finding no sig-
nificant effect of a single dose of aspirin (500 mg) on BOLD 
responses. Conversely, in an fMRI study of mechanically 
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induced pain in 14 volunteers, Maihöfner et  al.  (2007) 
found that aspirin (1,000  mg) did not alter pain ratings 
but significantly reduced activation of somatosensory, 
parietal, and anterior cingulate cortex (ACC) (Maihöfner 
et  al.,  2007). Kröger and May (2014) used fMRI and tri-
geminal-nociceptive stimulation in 22 healthy volunteers 
(Kröger & May, 2014). Similar to the work by Maihöfner 
et al. (2007), Kröger and May found that aspirin (500 mg) 
significantly decreased activation of secondary somatosen-
sory cortex and ACC, in the absence of altered pain ratings. 
Overall, this heterogeneous set of findings may partially be 
due to differences in methods and dosages, and partially 
because of small sample sizes and the use of pain stimuli, 
making it difficult to disentangle reduced nociception from 
decreased neurovascular coupling (for a more comprehen-
sive overview of these studies, see Table S1). Furthermore, 
to our knowledge, all existing studies, except for the work 
by Johkura et al. (2012), administered aspirin acutely.

Hence, it presently remains unclear whether effects of 
chronic aspirin medication at typical prophylactic doses (e.g., 
75–100 mg daily for primary or secondary prevention of car-
diovascular events) would substantially alter the BOLD sig-
nal in humans and thus represent a potential confound for 
fMRI studies.

To address this question, we used high field (7 Tesla) 
MRI to measure the BOLD signal during a simple hand 
movement task in healthy subjects who received aspirin for 
primary or secondary prophylactic purposes compared to 
an age-matched healthy control group without aspirin. The 
high magnetic field strength was chosen to exploit the high 
signal-to-noise ratio (SNR) afforded by 7T when testing for 
(potentially subtle) effects of aspirin. Similarly, we chose 
a simple motor task that evokes strong BOLD responses 
in multiple regions. To quantify aspirin effects on hemo-
dynamics, we used a biophysically informed model. This 
hemodynamic model rests on an extension to the Balloon 
model (Buxton et al., 1998; Stephan et al., 2007) and en-
ables inference on the temporal evolution of vasodilatory 
signal, blood flow, blood volume, and deoxyhemoglobin 
contents from BOLD data.

We emphasize that the design of our study cannot iso-
late the pure effect of chronic aspirin on BOLD signals. By 
comparing individuals with cardiovascular risk factors and 
chronic aspirin for primary or secondary prophylaxis to con-
trol participants, we examine the joint effect of cardiovascular 
risk and medication. Cardiovascular risk factors (e.g., hyper-
tension) may affect the BOLD signal independently from 
aspirin. For example, in hypertensive patients, blood vessels 
may be less elastic and thus show altered dilation/restriction 
in response to changes in neural activity. While not suitable 
to disentangle the effects of cardiovascular risk factors and 
drug, our design does capture the typical situation in clinical 
fMRI research: for medical and ethical reasons, it is usually 

not possible to recruit controls with the same cardiovascular 
disease but without prophylactic aspirin use.

To our knowledge, this study is novel in two ways: it is 
the first to examine the joint effect of cardiovascular risk and 
chronic low-dose aspirin effects on BOLD responses, and 
it introduces the use of biophysically interpretable genera-
tive models to studying aspirin effects on BOLD responses. 
In addition to our model-based approach, we also consider 
conventional phenomenological parameters of the hemody-
namic response function (HRF) (i.e., peak latency, peak am-
plitude, and full width half maximum that have frequently 
been used to characterize BOLD responses in the past (West 
et al., 2019)).

2  |   METHODS

2.1  |  Participants

30 age-matched volunteers (15 without aspirin intake [8 fe-
male, mean age: 60.5  ±  8.4  years], 15 with aspirin intake 
[6 female, mean age: 60.8 ± 10.6 years]) participated in the 
study. Participants in the aspirin group had a cardiovascular 
risk profile (i.e., either a positive family history or a previ-
ous diagnosis of cardiac or vascular conditions but no stroke) 
and took 100 mg aspirin per day for at least 2 weeks as a 
primary or secondary prevention for cardiovascular disease. 
Participants gave written informed consent to participate in 
the study. The study was conducted at the MR Center of the 
Institute for Biomedical Engineering, University of Zurich 
and ETH Zurich, at the University Hospital Zurich. The study 
conforms with the standards in the Declaration of Helsinki 
and was approved by the cantonal ethics committee Zurich 
under EK 09–2006 (ETH).

2.2  |  Experimental design

Participants performed a simple motor paradigm, involv-
ing visually synchronized left (LH) and right hand (RH) 
fist closings. To make the task as simple as possible for our 
participants, the two hand movement conditions were sepa-
rated into two scanning sessions. In each session, 14 blocks 
were presented, with 20 trials per block. Participants were 
instructed to fixate on a cross presented in the center of the 
screen, followed by a cue that indicated which hand to use in 
the upcoming block. The Inter-Stimulus Interval (ISI) was 
set to 500 ms with a stimulus duration of 300 ms (yielding 
a trial length of 800 ms). Hence, each block lasted 16 s, and 
hand movement blocks were interleaved with a resting period 
of the same length where participants did not perform any 
hand movements. Stimuli were presented using Cogent 2000 
(v1.33, http://www.vislab.ucl.ac.uk/cogent_2000.php).

http://www.vislab.ucl.ac.uk/cogent_2000.php
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2.3  |  Data acquisition

The experiment was conducted on a 7 Tesla MR scan-
ner (Phillips Achieva) with a 16-channel head coil. For 
each subject, we acquired 230 functional images per ses-
sion (left and right hand movement) using a T∗

2
-weighted 

echo planar imaging (EPI) sequence (TR  =  2000  ms, 
TE  =  25  ms, axial slices across the whole brain  =  36, 
field of view (FOV) = 220 × 220 × 108 mm3, voxel size: 
1.77  ×  1.77  ×  3  mm3, flip angle  =  70  deg, SENSE fac-
tor 4). Additionally, an anatomical image was acquired 
by means of a T1-weighted inversion recovery turbo field 
echo (3D IR-TFE) sequence (TR  =  7.7  ms, TE  =  3.5  ms, 
volume TR  =  4,000  ms, inversion time 1,200  ms, number 
of stacked slices  =  150, voxel size: 0.9  ×  0.9  ×  0.9  mm3, 
FOV  =  240  ×  240  ×  135  mm3, SENSE factor 2 in phase 
and 1.5 in slice direction). Simultaneous to the fMRI data 
acquisition, participants’ heart rate and respiration were re-
corded using a four electrode electrocardiogram (ECG) and 
a breathing belt,respectively. Notably, for one subject, only 
respiration but no cardiac signal could be recorded due to 
technical issues. Hence, for this subject, no cardiac data are 
available for any subsequent analysis. As an initial check, we 
used the cardiac recordings to verify that participants with 
and without aspirin intake did not differ significantly in terms 
of their heart rate using a two-sided two-sample t test (mean 
(std): aspirin  =  74.39 (25.16), no aspirin  =  71.23 (29.48), 
t(22) = 0.2794, p = .7826).

2.4  |  Data processing and analysis

The raw fMRI data were preprocessed using the open-soft-
ware package SPM12 (v6685, Wellcome Trust Centre for 
Neuroimaging, London, UK, https://www.fil.ion.ucl.ac.uk/
spm/) and MATLAB 2018 (Mathworks). Functional images 
were realigned, unwarped, coregistered to the participants’ 
individual anatomical image and normalized to the Montreal 
Neurological Institute (MNI) template space using the uni-
fied segmentation-normalization approach (Ashburner & 
Friston,  2005). The resulting images were then spatially 
smoothed using an isotropic Gaussian Kernel (FWHM: 
8 mm).

The fMRI data were analyzed by means of a first level 
General Linear Model (GLM, (Friston et al., 1995)) with one 
task regressor, modeling the fist closings as events. This re-
gressor was convolved with the canonical hemodynamic re-
sponse function from SPM. Additionally, nuisance regressors 
were included to account for variance unrelated to the exper-
imental manipulation. Specifically, six motion regressors (as 
obtained during the realignment) were included, as well as 
regressors accounting for cardiac and respiratory confounds 
obtained from the PhysIO Toolbox (Kasper et  al.,  2017), 

which is available as part of the open source TAPAS software 
(www.trans​latio​nalne​uromo​deling.org/software) and imple-
ments the RETROICOR model (Glover et al., 2000). Fourier 
expansions of third order for cardiac and fourth order for re-
spiratory phases were used, as well as terms that account for 
the cardiac-respiratory interaction to model periodic effects 
of motion and field fluctuations. This yielded 18 physio-
logical regressors which entered the fMRI first level GLM 
specification.

2.5  |  Definition of regions of interest

Subsequently, in a leave-one-out (LOO) approach, we com-
puted second level group statistics from N-1 subjects to obtain 
group maxima from an effects of interest F-contrast (p < .05, 
family-wise error (FWE) corrected at the peak level). From 
the F-contrast, we identified 14 regions that showed signifi-
cant whole-brain activation at the group level associated with 
the task: primary motor cortex (M1), cerebellum (Cereb), 
thalamus (Thal), supplementary motor area (SMA), middle 
temporal visual area (hMT/V5), precentral gyrus (PcG) and 
insula, each in both hemispheres. Importantly, the group-
level (N-1) peak coordinates of these 14 regions of interest 
(ROIs) were then utilized as the center coordinates of the 
ROIs for the left-out (N-th) subject. This procedure ensured 
that no selection bias toward HRF-like responses could occur 
in the definition of the individual ROI coordinates for any 
given subject. We additionally computed brain activation 
maps using T-contrasts (LH > RH, RH > LH) to illustrate 
the well-established contralateral dominance of the motor 
network. The aforementioned procedure was then repeated 
for all subjects in order to obtain individual ROI center co-
ordinates that were based on the other N-1 subjects. A table 
containing all individual ROI center coordinates is provided 
in the supplementary material (Table S2).

For each subject, voxel time series were extracted from 
left M1, Thal, SMA, V5, PcG, insula and right Cereb during 
the RH session, and from right M1, Thal, SMA, V5, PcG, 
insula and left Cereb during the LH session. This choice 
ensured that extracted BOLD signal time series showed a 
positive response to the experimental manipulation. Then, 
the BOLD signal time series were extracted as the prin-
cipal eigenvariate of all voxels within a sphere of radius 
4 mm (except for Thal where a radius of 2 mm was used 
to account for the small size of the area). The center coor-
dinates of the spheres were fixed at peak locations from 
the N-1 group level analysis as described above. Notably, 
to avoid any overlap for the two SMAs (which are close 
to the longitudinal fissure), we constrained the region of 
interest to the respective hemisphere using an anatomical 
mask representing left and right hemisphere, respectively 
(WFUPICKATLAS toolbox, (Maldjian et  al.,  2003)). To 

https://www.fil.ion.ucl.ac.uk/spm/
https://www.fil.ion.ucl.ac.uk/spm/
http://www.translationalneuromodeling.org/software
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quantify the effect of aspirin on the BOLD response, sin-
gle-region hemodynamic models were then fitted to each of 
the extracted time series, separately.

2.6  |  Computational model

2.6.1  |  Hemodynamic model

Our hemodynamic modeling approach is derived from the 
Dynamic Causal Modeling (DCM) framework for fMRI 
data (Friston et al., 2003). DCM is a generative model that 
distinguishes neuronal and hemodynamic states when fitted 
to measured BOLD signal time courses. The hemodynamic 
component (which is of particular interest in the present 
study) rests on the Balloon model (Buxton et  al.,  1998) 
and subsequent extensions (Friston et  al.,  2000; Stephan 
et al., 2007). The hemodynamic model itself can be sepa-
rated into two components: First, neurovascular coupling 
describes the relative change in regional blood flow (rCBF) 
as a function of changes in neuronal activity (Friston 
et al., 2000):

where x specifies neuronal population activity, s represents 
the vasodilatory signal, and � and � are rate constants of 
signal decay and feedback autoregulation, respectively. The 
variable f  represents normalized (relative to rest) blood 
flow.

Second, changes in blood flow result in local changes 
in venous blood volume v and in deoxygenated hemoglobin 
content q (Buxton et al., 1998):

Here, � is the mean transit time of blood which roughly cor-
responds to the ratio of resting blood volume V0 to resting blood 
blow F0. The dynamics of blood flow and deoxygenated he-
moglobin content determine the measured BOLD signal. This 
is described by the BOLD signal output equation, a nonlinear 
function of the two biophysical quantities (Stephan et al., 2007):

In this equation, k1, k2, and k3 are field strength dependent 
parameters and are given by k1 =4.3�0E0TE, k2 =�r0E0TE 
and k3 =1−�. Here, �0 is the frequency offset at the outer 
surface of magnetized vessels, E0 the oxygen extraction 
fraction at rest, �� the echo time, r0 the intravascular re-
laxation rate of oxygen saturation, and � represents the ratio 
between intravascular and extravascular MR signal (for 
more information, see Appendix A in (Heinzle et al., 2016) 
or (Stephan et  al.,  2007)). As mentioned above, in DCM 
for fMRI, the hemodynamic model is coupled to the neuro-
nal model which describes effective (directed) connectivity 
among neuronal populations. In the present study, we were 
only interested in the hemodynamic properties (e.g., �, �) 
of multiple regions, not their connectivity. This, however, 
still requires modeling how neuronal events trigger vascu-
lar processes. One option would be to follow the approach 
of voxel-wise general linear models (GLM) and feed sim-
ple representations of neuronal activity (events or blocks) 
into the neurovascular coupling equation (Equation 1). This 
approach was chosen in earlier work (Friston et al., 2000). 
Here, we extended this approach and considered a minimal 
neuronal model that captures some basic response proper-
ties of neuronal populations such as the self-dampening na-
ture of induced transients (compare (Miller et al., 2001)). 
Effectively, we fitted single-region DCMs to BOLD signal 
from each region separately (Figure 1) but omitted bilinear 
and non-linear terms (of how inter-regional connections 
are modulated) from the neuronal state equations. This 
yielded the following simplified neuronal model for a sin-
gle region:

Here, a represents the rate constant of neuronal self-damp-
ening (equivalent to an inhibitory “self-connection”) in a sin-
gle region. c represents a weight factor for the driving input 
(e.g., sensory stimuli). Furthermore, to adequately account 
for different acquisition timings between slices, sampling 
times were computed for each of the regions of interest and 
taken into account as delays in the observation equation; see 
(Kiebel et al., 2007).

2.7  |  Settings of DCM

The settings of the hemodynamic and neuronal model for 
the single-region DCM were based on the default settings in 
SPM12 (v6560), with several notable exceptions to make the 
model suitable for our research question: First, as the focus 
of standard DCM is on the neuronal (i.e., effective connectiv-
ity) parameters, the priors on the hemodynamic parameters 
are relatively narrow. In contrast, the present study explicitly 
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focuses on the hemodynamic parameters and thus requires 
less informed priors. To account for uncertainty about prior 
variance, we used several values of prior variances for each 
model inversion and subsequently marginalized over these 
prior variances (Bayesian Model Averaging (BMA); see 
below). Specifically, we scaled the default prior variance of 
the transit time � and decay parameter � of the hemodynamic 
model by a multiplicative factor (i.e., [1, 2, 4, 8]).

Second, as the parameters k1, k2, and k3 in the BOLD sig-
nal output equation (see Equation 5) depend on the magnetic 
field strength, we adjusted these parameters to the values re-
ported for 7T (Heinzle et al., 2016).

Third, the parameter � (see Figure 1; right bottom panel) 
is part of k2 and k3 and thus not a direct component of the 
model describing regional hemodynamics. Hence, the prior 
mean and variance of � were chosen to be the same in all 
models (see Figure  1; top left panel). Finally, the intrinsic 
self-connection (i.e., parameter a) was fixed (by setting the 
prior variance to 0) to a value of −0.5*exp(3). This value was 
chosen in order to obtain fast neural transients and thus limit 
the contribution of the neuronal level.

2.8  |  Variational Bayesian inference

In order to infer the hidden states and parameters, model 
inversion was performed using variational Bayes under the 

Laplace assumption (VBL)(Friston et  al.,  2007) as imple-
mented in SPM12. In order to (at least partly) overcome the 
well-known local extrema problem of VB schemes, a multi-
start approach was used by spanning a search grid of starting 
values. The values were chosen relative to the default prior 
variance; specifically, starting values were chosen as multi-
ples of the standard deviation for the transit � [−sqrt(8), −
sqrt(4), −sqrt(2), −1, 0, 1, sqrt(2), sqrt(4), sqrt(8)] and the 
rate constant � [−sqrt(8), −sqrt(4), −sqrt(2), −1, 0, 1, sqrt(2), 
sqrt(4), sqrt(8)]. The starting values of the driving input C 
were set either to 0 or 1. This choice reflects the expected 
positive input due to selection of positively activated regions 
in the GLMs. For each model, this yielded 162 different com-
binations of starting values for each model. Altogether, this 
resulted in 162 starting value combinations * 4 models per 
region * 14 regions = 9,072 model inversions per subject. For 
a given model, of all starting values, the inversion yielding 
the highest model evidence was then chosen. The respective 
estimates of parameters and model evidence were then used 
for further statistical analysis.

2.8.1  |  Bayesian Model averaging

To deal with model uncertainty and marginalize over prior 
variances, Bayesian Model Averaging (BMA, (Penny 
et al., 2010)) was performed over the four models that differed 

F I G U R E  1   Left upper panel: Summary of the priors on the free parameters of the hemodynamic model. These parameters are specified in log 
space. Left bottom: The neuronal state equation for the single-region DCM; Right bottom: State equations of the hemodynamic model that can be 
partitioned into two components: First, neural activity generates a vasodilatory signal and causes resting cerebral blood flow to change. Second, 
changes in blood volume and deoxygenated hemoglobin are then fed into a nonlinear output equation of the predicted BOLD signal
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in the prior variance for the transit and decay parameters, as 
described above. In order to obtain estimates of the parameters 
across models, for each subject and region, a model-independ-
ent posterior estimate was obtained by marginalizing over 
models weighted by the posterior probability of each model:

2.9  |  Phenomenological parameters of  
the HRF

In addition to BMA estimates of parameters from our hemo-
dynamic model, we also considered a model-independent 
approach. For this purpose, we used three more classical fea-
tures of estimated hemodynamic response functions (HRF) 
(Figure 2): the peak latency (PL), the peak amplitude (PA) and 
the full width at half maximum of the HRF (FWHM). These 
features of the HRF have previously been used to characterize 
population differences in hemodynamic responses, for exam-
ple, in the context of healthy aging (West et al., 2019). These 
phenomenological parameters were computed by using the 
BMA parameter estimates of decay and transit parameters 
for reconstructing region-specific HRFs from the first order 
Volterra kernel using the function spm_kernels.m (v6937).

2.9.1  |  Statistical comparison

To explore putative effects of aspirin on the HRF, the BMA 
estimates of the biophysical parameters of the Balloon model 

(i.e., rate constant � and transit �) as well as the phenom-
enological HRF parameters were then subjected to statistical 
tests. Specifically, for each parameter estimate, a mixed-ef-
fects repeated-measures ANOVA design was used, includ-
ing a within-subject factor (“region”) and a between-subject 
factor (“drug”), running under R Studio (v. 1.2.1335). Prior 
to the statistical analysis, Mauchly's test was used to check 
the validity of the sphericity assumptions (Mauchly, 1940). 
In case these were violated, the degrees of freedom were 
corrected using Greenhouse Geisser estimates of sphericity 
(Geisser & Greenhouse, 1959).

3  |   RESULTS

3.1  |  BOLD activity during unilateral hand 
movements

Visually synchronized unilateral hand movements engaged 
a widespread network of cortical and subcortical regions, 
mainly lateralized toward the contralateral hemisphere 
(Figure 3; p < .05, FWE-corrected at the peak level for mul-
tiple comparisons). In this, five participants were excluded 
from the analysis because they did not perform the task cor-
rectly (i.e., they closed the fist continuously instead of al-
ternating between opening and closing hand movements) or 
did not show any motor activity (i.e., during the fist clench 
condition only visual areas were activated). Overall, activa-
tion was most pronounced in the following regions: primary 
motor cortex (M1), cerebellum (Cereb), thalamus (Thal), sup-
plementary motor area (SMA), middle temporal visual area 
(hMT/V5), precentral gyrus (PcG), and insula (see Table 1). 
These regions were chosen for subsequent generative mod-
eling of the hemodynamic responses.

3.2  |  Hemodynamic modeling through 
single-region DCMs

Single-region DCMs were then fitted to the BOLD sig-
nal time series extracted from the regions of interest men-
tioned above in order to infer hemodynamic parameters (see 
Methods, Figure 4). The means of the BMA posterior den-
sities for the mean transit time of blood and the rate con-
stant of the signal decay (Stephan et  al.,  2007) as well as 
the phenomenological HRF parameters (peak latency, peak 
amplitude, and FWHM), were examined for significant dif-
ferences (Figures  5-6) between the two groups (aspirin vs. 
no-aspirin) using mixed-effects repeated-measures ANOVAs 
(see Table 2).

For the decay parameter, we found a significant main 
effect of region (F(4.77,109.77)  =  3.596, p  <  .01), sug-
gesting that the BOLD response differed considerably 

(7)p (�|y)=
∑

m

p(�|m, y)p(m|y).

F I G U R E  2   Sample of hemodynamic response function 
(HRF) for one subject and region (Right Primary Motor Cortex, 
M1), reconstructed from the decay and transit parameters of the 
hemodynamic model by computing the first order Volterra kernel. 
Three phenomenological parameters were included in the analysis: 
timing of the peak amplitude (time2peak), full width at half maximum 
of the HRF (FWHM), magnitude of the peak amplitude (Peak)
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across regions, irrespective of aspirin intake. The main 
effect of drug (F(1,23)  =  0.03, p  =  .864) was not found 
to be significant as well as the drug  ×  region interac-
tion (F(4.77,109.77)  =  0.954, p  =  .447). For the transit 

parameter, there was again a significant main effect of region 
(F(5.15,118.36) = 2.403, p = .039) but no significant main 
effect of drug (F(1,23) = 0.368, p = .55) nor drug × region 
interaction (F(5.15,118.36) = 0.773, p = .574).

F I G U R E  3   Activation maps of the two T-contrasts (LH > Baseline and RH > Baseline) obtained from a second level group analysis (for 
illustration computed over all subjects); Several regions were identified that are significantly activated (whole brain correction p < .05, family-
wise error (FWE) corrected at the peak level) during the hand movement tasks: Primary motor cortex (M1), Cerebellum (Cereb), Thalamus (Thal), 
Supplementary Motor Area (SMA), Middle temporal visual area (hMT/V5), Precentral Gyrus (PcG) and Insula, each in both hemispheres

T A B L E  1   Regions of interest which showed significant BOLD activation during visually synchronized unilateral hand movements and 
were therefore subjected to subsequent DCM analyses. The labels for the brain regions were taken from the SPM Anatomy Toolbox (v2.2b). 
Here, the positive T-Values reflect left hand favored whereas negative T-Values are right hand favored. In addition, we show the summary of the 
peak location of anatomical regions identified by the group statistics computed over all subjects. Note that this is just for illustrative purposes. A 
complete list of peak locations obtained from the leave-one-out procedure described in the methods section can be found in the supplementary 
material (Table S2)

Regions
Position x, y, z
[in mm] Anatomy Toolbox

LH > RH (positive values) or RH > LH 
(negative values)
T-Values

L_M1 −41, −22, 52 Area 4a −22.91

R_M1 44, −21, 53 Area 3b
Primary Somatosensory cortex

17.842

L_Cereb −17, −51, −22 L_Cerebellum 15.217

R_Cereb 18, −51, −21 Lobule V −14.039

L_Thal −15, −22, 4 Thal: Premotor −11.661

R_Thal 17, −19, 5 Thal: Premotor 9.408

L_SMA −9,−4, 59 L Posterior Medial −0.738

R_SMA 3, 2, 62 R Posterior Medial 0.349

L_V5 −44, −79, −1 L Middle Temporal 0.475

R_V5 42, −69, −9 R Middle Temporal 0.216

L_Precentral Gyrus −59, 7, 23 Area 44 – Inferior Frontal Gyrus −0.579

R_Precentral Gyrus 60, 8, 29 R_Precentral Gyrus 0.569

L_Insula −44, −22, 19 Area OP1 Parietal Operculum −6.339

R_Insula 44, −18, 22 Area OP3
Parietal Operculum

7.093
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For the phenomenological parameters, the results were 
similar. Although, for the peak latency PL, there was no 
significant main effect of region (F(3.89,89.48)  =  1.714, 
p  =  .155), as well as no significant main effect of drug 
(F(1,23)  =  0.0001, p  =  .991) or drug  ×  region interaction 
(F(3.89,89.48)  =  1.642, p  =  .172). For FWHM, the main 
effect of region was significant (F(4.97,114.31)  =  2.349, 
p  =  .046), but neither the main effect of drug 
(F(1,23) = 0.774, p = .388) nor the drug × region interaction 
(F(4.97,114.31) = 0.367, p = .869). Finally, for the peak am-
plitude PA, there was, once again, a significant main effect of 
region (F(6.54,150.35) = 28.414, p < .0001), but no signifi-
cant main effect of drug (F(1,23) = 0.194, p = .664) and no 
drug × region interaction (F(6.54,150.35) = 0.714, p = .651).

The observed absence of a significant main effect of 
drug can also be seen visually when inspecting the predicted 

BOLD signal time series between groups. To illustrate this, 
Figure 7 shows the observed (measured) and predicted BOLD 
signal time series, for the left primary motor cortex as an ex-
ample, averaged across all subjects of the aspirin and no aspi-
rin groups, separately. This indicates that also in terms of the 
model's overall prediction of the BOLD signal time series, no 
obvious drug-related differences can be observed.

As is generally the case for frequentist statistics, the fail-
ure to reject a null hypothesis does not mean that we can 
conclude the absence of an effect. However, negative find-
ings can be more easily interpreted in the light of a statistical 
power analysis. In our case, power analysis (using G Power 
v.3.1.9.2, (Faul et al., 2009)) across different effect sizes 
(Figure 8) indicated high power (i.e., on the order of 80%) for 
the main effect of region and the interaction even for small 
effect sizes (f  =  0.15, following the effect size convention 

F I G U R E  4   Example of a DCM inversion summary. For each subject, we inverted four models that differed in their prior variances for the 
decay and transit parameters; (a) Peak location of the cortical regions at which the voxel time series was extracted; (b) Overview of model fits for 
the different DCMs; Gray: BOLD time series data obtained from the voxel time series extraction; In color:Model fits for the different models; 
Here, the predicted responses are overlapping; (c) Variance explained for each model; (d) Free energy relative to the best model, star depicts 
best model (in terms of free energy); The p-value describes the posterior probability of the winning model; (e) Hemodynamic response function 
(HRF) reconstructed from the first order Volterra kernel using the decay and transit parameter obtained from model inversion; (f) Results from the 
Bayesian Model Averaging (BMA) for the decay and transit parameter; Light green bars represent mean estimates over single parameter inversions 
across the variances; Dark green bars are the estimates obtained after performing BMA
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by Cohen (Cohen,  2013)). By contrast, for the main effect 
of drug, our experimental design yielded sufficient statistical 
power only for relatively large effect sizes (f ≥ 0.35). In other 
words, our analysis had high power to detect regional differ-
ences in aspirin effects on BOLD, but was less sensitive to an 
average effect of aspirin across regions.

4  |   DISCUSSION

In this study, we investigated the effect of aspirin on hemo-
dynamic responses in humans. Our study is novel in two 
ways: it examines chronic low-dose aspirin effects on BOLD 
responses, and it introduces a novel analysis approach, i.e., 
generative models of regional BOLD signals with a biophysi-
cal interpretation.

Our study followed a case–control design, contrasting el-
derly volunteers with cardiovascular risk factors and chronic 

aspirin for prophylaxis against age-matched controls without 
aspirin medication. This means that our study examines a joint 
effect of cardiovascular risk and aspirin on BOLD responses 
(see below for further discussion). We attempted to maxi-
mize the signal-to-noise ratio of our BOLD measurements 
by (a) using a simple hand movement paradigm known to 
elicit strong activations in multiple brain regions, and by (b) 
acquiring data at high (7T) field strength. Statistical analyses 
based on estimates from our biophysically informed hemody-
namic model and on conventional phenomenological indices 
of the HRF, respectively, came to equivalent conclusions: 
while we observed that hemodynamic parameters differed 
considerably across brain regions (a main effect of region), 
we found no significant drug × region interaction and no sig-
nificant main effect of drug (i.e., aspirin vs. no aspirin).

The observed main effect of region on the hemodynamic 
parameter estimates (as well as on the phenomenological 
HRF indices) is consistent with previous work indicating 

F I G U R E  5   Posterior estimates from DCM inversion as well as the phenomenological parameters for the regions of interest that showed a 
significant positive T-Value (obtained from the group level analysis) in the left hand movement condition. Regions illustrate the group maxima 
obtained from the second level group statistics and are solely meant for visualization
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considerable variability of the hemodynamic response across 
regions and individuals (Aguirre et  al.,  1998; Handwerker 
et  al.,  2004, 2012). Specifically, hemodynamics has been 
shown to vary up to a second across different brain regions, 
e.g., from visual to frontal cortex (Buckner et  al.,  1996). 
Hemodynamic variability was found to be even more pro-
nounced across different subjects (Aguirre et al., 1998).

Our main question—the putative influence of aspirin (in 
the presence of cardiovascular risk) on BOLD responses—
has two facets. First, the main effect of drug: is there a 
“global” effect of aspirin on hemodynamics, i.e., an average 
effect across all regions tested? Second, the drug ×  region 
interaction: does the putative effect of aspirin on BOLD 
responses differ across regions? Concerning the latter, it is 
worth pointing out that, from a neurobiological perspec-
tive, regional variability in aspirin effects on neurovascular 
coupling would seem likely. This is because the constitutive 

(i.e., physiological, unrelated to inflammation) expression of 
both COX-1 and COX-2 varies across different brain regions 
in humans (Yasojima et  al.,  1999; Yermakova et  al.,  1999) 
and animals (De Vries, van Waarde, Buursma, & Vaalburg, 
2003; Oláh et al., 2012; Tsubokura et al., 1991). Notably, our 
“repeated measures” design (with multiple regional BOLD 
measures per subject) afforded high statistical power for 
testing the drug  ×  region interaction, even for small effect 
sizes (Figure 8). Our finding that the interaction was non-sig-
nificant thus renders it unlikely that low-dose aspirin could 
have a sizeable influence on BOLD signals, in a manner that 
would be in accordance with neurobiological constraints.

However, from our results, we cannot exclude the possibil-
ity of a global effect of low-dose aspirin on hemodynamics: 
While the non-significant main effect of drug in combination 
with the results from our statistical power analysis makes a 
strong global effect of aspirin (that would have relevance for 

F I G U R E  6   Posterior estimates from DCM inversion as well as the phenomenological parameters for the regions of interest that showed a 
significant positive T-Value (obtained from the group level analysis) in the right hand movement condition. Regions illustrate the group maxima 
obtained from the second level group statistics and are solely meant for visualization
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fMRI studies with patients) unlikely, our current study lacks 
the sensitivity to detect global influences of aspirin that are 
of medium or small effect size (Figure 8).

Apart from the above-mentioned lack in sensitivity 
due to small sample sizes and low dosage, there are other 
potential reasons why we did not observe a significant ef-
fect of aspirin. First, our understanding of the mechanisms 
by which aspirin might influence hemodynamics is likely 
to be incomplete. This is because while various candidate 
mechanisms of neurovascular coupling (i.e., changes in he-
modynamics generated by neural stimulation) have been 
proposed, a clear consensus is still missing. Several studies 
and reviews have highlighted the complexity of the relation-
ship between neurovascular coupling and BOLD response 
(Hillman,  2014; Wright et  al.,  2018), as well as the pleth-
ora of neurovascular agents involved (for an overview, see 
(Riera & Sumiyoshi, 2010). Recently, it has been suggested 
that endothelial cells also play an important role in mediating 
vasodilatory activity through their vasoactive agents (Chen 
et al., 2014; Hillman, 2014). In summary, both fast (Wölfle 
et  al.,  2011) and slow (Tallini et al., 2007) components of 
neuronally induced vasodilation have been proposed, de-
scribing a substantial variety of biophysical and biochemical 
processes caused by the initial neuronal impulse.

As a consequence, it is presently difficult to formulate a 
hemodynamic model that captures all possible effects. The 
generative model of hemodynamic responses used in our 
study represents a principled and widely used model, but does 
not account for all facets of neurovascular processes, such as 
transient uncoupling between blood flow and blood volume 
(Chen & Pike, 2009; Huber et al., 2014; Kim & Ogawa, 2012; 
Mandeville et al., 1998) or the differential role of excitatory 
and inhibitory neurons. Recent developments have started to 
address these limitations. In particular, Havlicek et al. intro-
duced a variant of the hemodynamic model in DCM that aims 
at a more faithful representation of physiological processes 
(Havlicek et  al.,  2015). It is also worth pointing out, how-
ever, that the exact formulation of the hemodynamic model 
is unlikely to have played a decisive role for our results. This 
is because our non-model-based analysis, using conventional 
descriptive indices of the shape of the HRF, gave consistent 
results and also failed to reveal a significant main effect of 
drug or an interaction. Having said this, it is worth highlight-
ing that while peak latencies were in the same range as re-
ported previously for visual and motor regions (Aizenstein 
et al., 2004; Buckner et al., 2000; Hesselmann et al., 2001), 
peak amplitudes cannot easily be compared with the ones re-
ported in previous literature due to differences in the analysis. 

T A B L E  2   Results from the mixed-effects repeated-measures ANOVA for the different parameters of interest: decay, transit, peak latency, 
FWHM, and peak amplitude. The effect sizes are given in �2 following the convention in (Bakeman, 2005) as well as in Cohen's f. All values for 
the significance level are corrected for non-sphericity (Greenhouse Geisser, GG) but not for multiple testing. The latter was not critical in this case 
since none of the effects of interest (main effect of drug and drug × region interaction) were nominally significant

Parameter Effect dF F-statistic p-values
Effect size
�

2

Effect size
Cohen's f

Decay Main effect: Region 4.77,109.77 3.596 .005 (GG corrected) 0.098 0.33

Main effect: Drug 1,23 0.03 .864 (GG corrected) 0.0004 0.02

Interaction: 
Drug × Region

4.77, 109.77 0.954 .447 (GG corrected) 0.028 0.17

Transit Main effect: Region 5.15,118.36 2.403 .039 (GG corrected) 0.07 0.274

Main effect: Drug 1,23 0.368 .55 (GG corrected) 0.004 0.063

Interaction: 
Drug × Region

5.15,118.36 0.773 .574 (GG corrected) 0.024 0.157

Peak latency Main effect: Region 3.89,89.48 1.714 .155 (GG corrected) 0.05 0.229

Main effect: Drug 1,23 0.0001 .991 (GG corrected) 0.000002 0.001

Interaction: 
Drug × Region

3.89,89.48 1.642 .172 (GG corrected) 0.048 0.225

FWHM Main effect: Region 4.97,114.31 2.349 .046 (GG corrected) 0.074 0.283

Main effect: Drug 1.23 0.774 .388 (GG corrected) 0.007 0.084

Interaction: 
Drug × Region

4.97,114.31 0.367 .869 (GG corrected) 0.012 0.11

Peak Ampl. Main effect: Region 6.54,150.35 28.414 .000 (GG corrected) 0.435 0.877

Main effect: Drug 1.23 0.194 .664 (GG corrected) 0.003 0.055

Interaction: 
Drug × Region

6.54,150.35 0.714 .651 (GG corrected) 0.019 0.014
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F I G U R E  7   Summary of observed (green) and predicted (orange) BOLD signal time series, averaged across the Control and Aspirin group 
separately; here exemplarily visualized for the left primary motor cortex

F I G U R E  8   Statistical power analysis for the within-group factor, between-group factor and their interaction for different effect sizes
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For instance, previous studies have directly evaluated percent 
signal changes in the BOLD signal, whereas DCM models 
the BOLD signal by a joint effect of driving input param-
eters and the hemodynamic kernel. Furthermore, DCM by 
default rescales the BOLD signal time series before model 
inversion, making the peak amplitude difficult to interpret 
quantitatively.

Another potential limitation of the present study is the ad-
vanced age of our subjects. It is known that the cerebrovas-
cular system changes over the lifespan, resulting in changes 
in the structural vasculature. For instance, arteriosclerotic 
changes cause an alteration of blood vessel elasticity (Farkas 
& Luiten, 2001) and a decrease in capillary density (Brown 
& Thore, 2011; Meier-Ruge et al., 1980), resulting in changes 
of neurovascular coupling. For example, the signal-to-noise 
ratio of the BOLD signal during a simple sensorimotor task 
was found to be significantly decreased in elderly subjects 
compared to a younger control group (D’Esposito et al., 
1999). These findings, in line with other studies (Hesselmann 
et al., 2001; Huettel et al., 2001), suggest that neural activ-
ity and BOLD signal change notably with age. Furthermore, 
between- and within-subject variability of BOLD responses 
is increased in the older population, aggravating the in-
terpretation of fMRI studies in this population (Baum & 
Beauchamp, 2014; Kannurpatti et al., 2010).

Most importantly, our study design is not suitable to iden-
tify a “pure” effect of chronic aspirin medication on BOLD 
signals. Contrasting participants with cardiovascular risk fac-
tors and chronic aspirin (for primary or secondary prophy-
laxis) against control participants means that a joint effect of 
cardiovascular risk and medication is studied. However, this 
matches the usual challenge for clinical fMRI research where, 
for medical and ethical reasons, it is not straightforward to 
obtain a control group that matches cardiovascular risk but 
is not subject to prophylactic intervention. In this sense, the 
findings of our study—that chronic aspirin in the context of 
cardiovascular risk factors is unlikely to alter BOLD signals 
substantially compared to age-matched controls—offer some 
reassurance that standard fMRI studies of neuronal processes 
in clinical populations may not be confounded by the net ef-
fect of drug and cardiovascular risk.

These limitations notwithstanding, the present study illus-
trates how high-field (7T) fMRI and biophysically informed 
modeling can be used to study pharmacological effects on 
the BOLD signal. While relevant for neuroimaging studies 
in general, for example with regard to formulation of exclu-
sion criteria (compare (D’Esposito et al., 2003)), the question 
of whether aspirin affects BOLD is of particular importance 
for studies with patients who receive prolonged low-dose 
aspirin medication for reasons of primary or secondary pro-
phylaxis. Altogether, our results suggest that strong effects 
of chronic low-dose aspirin, given to patients with cardiovas-
cular risk factors, on BOLD signals are not likely. Given the 

limited statistical sensitivity of our analyses for certain (but 
not all) tests, our current results will require replication in 
future studies using larger samples. This should be feasible, 
given the emergence of large-scale databases combining both 
fMRI and health data from the general population (e.g., UK 
Biobank, (Sudlow et al., 2015)). The model-based approach 
presented in this study may serve as a useful tool for clarify-
ing the practical impact of aspirin on fMRI studies.
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