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Image Reconstruction Using a Gradient Impulse
Response Model for Trajectory Prediction
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Purpose: Gradient imperfections remain a challenge in MRI,

especially for sequences relying on long imaging readouts.
This work aims to explore image reconstruction based on

k-space trajectories predicted by an impulse response model
of the gradient system.
Theory and Methods: Gradient characterization was performed

twice with 3 years interval on a commercial 3 Tesla (T) system.
The measured gradient impulse response functions were used to
predict actual k-space trajectories for single-shot echo-planar

imaging (EPI), spiral and variable-speed EPI sequences. Image
reconstruction based on the predicted trajectories was performed

for phantom and in vivo data. Resulting images were compared
with reconstructions based on concurrent field monitoring, sepa-
rate trajectory measurements, and nominal trajectories.

Results: Image reconstruction using model-based trajectories
yielded high-quality images, comparable to using separate tra-

jectory measurements. Compared with using nominal trajecto-
ries, it strongly reduced ghosting, blurring, and geometric
distortion. Equivalent image quality was obtained with the

recent characterization and that performed 3 years prior.
Conclusion: Model-based trajectory prediction enables high-

quality image reconstruction for technically challenging
sequences such as single-shot EPI and spiral imaging. It thus
holds great promise for fast structural imaging and advanced

neuroimaging techniques, including functional MRI, diffusion
tensor imaging, and arterial spin labeling. The method can be

based on a one-time system characterization as demonstrated
by successful use of 3-year-old calibration data. Magn Reson
Med 76:45–58, 2016. VC 2015 Wiley Periodicals, Inc.
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INTRODUCTION

Over the past decades, gradient equipment for MRI has
continually advanced to a high level of sophistication
and performance. Nonetheless, present-day gradient sys-
tems still exhibit finite fidelity and remain subject to

engineering trade-offs and imperfections. These include
limited coil and amplifier bandwidth, eddy current

effects, mutual coupling of gradient channels, coil vibra-
tions, thermal variation, and finite accuracy of timing
calibration. The resulting deviations from nominal gradi-

ent field evolutions can be detrimental to MR techniques
that pose high demands on gradient accuracy such as
spiral (1) and echo-planar imaging (EPI) (2) as well as a
range of more advanced strategies for covering k-space

with long readout trajectories.
In EPI, residual gradient imperfections often result in

ghosting artifacts and distortion whereas with spiral read-
outs they tend to give rise to image blurring. For spirals
in particular, limited gradient fidelity has been one major

obstacle to broader use. Still today, both interleaved and
single-shot spiral imaging are hardly used in practice
despite offering greater encoding efficiency than EPI.

Imperfections of gradient time courses have been

addressed by a variety of correction strategies. For EPI, it
is common to correct phase inconsistency between odd
and even readout lines, using data acquired in a separate
reference readout (3). Similar correction parameters can

be estimated in the image domain using regions without
overlaps between object and ghost (4). Alternatively, the
EPI scan can be repeated with opposite polarity of the
readout gradient to generate fully sampled data sets with

readouts of consistent direction (5). Another class of cor-
rection methods relies on array acquisition to detect and
correct for phase inconsistencies (6,7). In varying ways

all of these techniques leverage the regular structure of
EPI trajectories, which permits approximate correction
by enforcing consistency between readout lines. Spiral
trajectories are less repetitive and hence more challeng-

ing to correct. One basic correction applicable to spirals
is to estimate and compensate for net delays of the indi-
vidual gradient chains (8), an approach that has recently
been expanded to k-space position-dependent delays (9).

The effectiveness of these correction methods depends

on the validity of the underlying explicit or implicit
model assumptions. For instance, enforcing consistency
between odd and even readout lines in EPI will only be

adequate when field imperfections are the same for all
odd and even legs, respectively. This assumption will be
violated for example in the presence of eddy currents or
mechanical oscillations whose net effect will vary with

gradient pulse history. Assuming global gradient delays
is an even stronger simplification, which is rendered
inadequate by any mechanism that makes the net system
response frequency-dependent, including eddy currents,

mechanical resonances, and the general low-pass behav-
ior of gradient coils and amplifiers. Addressing these
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effects requires a more general correction approach with-
out assumptions regarding the nature of field imperfec-
tions or the trajectory shape.

An established method that does not rely on mechanistic
models of field imperfections is to measure actual k-space
trajectories and use them as the basis of image reconstruc-
tion (10–12). Several techniques exist for trajectory mea-
surement. Some are based on MR acquisitions from a
phantom or directly from the subject (12–14). These, how-
ever, generally require slight modification of the imaging
sequence and rely on repeated acquisition for each gradi-
ent direction. A faster alternative is to use a dynamic field
camera based on NMR field probes (15–18), which permits
recording the full spatiotemporal field evolution in a single
acquisition and without sequence modification. Similar to
phantom-based trajectory mapping, field-camera measure-
ments can be carried out separately, before or after actual
scanning. However, all approaches that rely on separate
trajectory measurements require significant additional
scan time, since trajectories generally need to be measured
for every specific combination of sequence parameters and
geometry of the imaging volume. A more efficient alterna-
tive is to perform field-camera measurements concurrently
with actual imaging, using non-proton field probes,
typically based on 19F NMR (19–22). This however
requires simultaneous heteronuclear receive capability
and adds to the complexity of data acquisition and signal
processing. Moreover, both concurrent monitoring and
separate field camera trajectory measurements come with
substantial additional hardware requirements.

A less hardware-intensive solution is to depart from
measuring individual k-space trajectories and instead aim
to characterize the behavior of the gradient system compre-
hensively in a one-time effort. Such characterization is
greatly simplified by modeling the gradient system as linear
and time-invariant (LTI). Under this assumption its behav-
ior is fully described by its impulse response functions.
The gradient impulse response functions (GIRF) can be
determined by measuring field responses to known input
waveforms (23–25). Based on known GIRFs, actual field
dynamics can readily be predicted from given demand
waveforms for any type of sequence.

The aim of the present work is to explore the utility of
broadband GIRF characterization for image reconstruc-
tion. To challenge the concept, we focus on single-shot
EPI and spiral trajectories with long acquisition win-
dows. The performance of GIRF-based image reconstruc-
tion is studied in a phantom and in vivo on a
commercial 3 Tesla (T) system. The results are assessed
by comparison with reconstructions based on concurrent
field monitoring, separate trajectory measurements, and
nominal trajectories.

METHODS

GIRF-based Trajectory Prediction

Gradient system characterization as described in Vannesjo
et al (24) was performed on a 3T Philips Achieva whole-
body system (Philips Healthcare, Best, The Netherlands),
with the manufacturer’s built-in eddy current compensa-
tion activated. In brief, 12 different triangular pulses (slew
rate 180 T/m/s, time-to-peak 50–160 ms at 10-ms incre-

ments, 50 repetitions) were given as input to each gradi-
ent channel separately. The resulting field responses were
measured with a dynamic field camera consisting of 16
1H NMR field probes distributed on the surface of a
sphere of 10 cm radius (15–18). Spherical harmonic basis
functions up to 1st order were fitted to the probe measure-
ments, yielding linear gradient field terms in the three
orthogonal directions, as well as a 0th-order field term,
reflecting global field shifts. Each field term was treated
as an output channel of a multiple-input, multiple-output
LTI system. The GIRFs were calculated by frequency-
domain division of the measured output, O(meas)(x), by
the known inputs, I(x), using least-squares combination
of data from different input pulses (24):

GIRFl;m xð Þ ¼
P

j I
�
l;j xð Þ �O measð Þ

l;m;j xð ÞP
jjIl;j xð Þj2

;

l ¼ x; y ; z

m ¼ 0;x; y; z

j ¼ 1; 2; 3 . . .

[1]

where l, m, and j denote the input gradient channel, out-
put field term and input pulse, respectively, and *
denotes the complex conjugate.

Before the current study, GIRFs had already been
measured on the same MR system using identical meth-
ods. Hence, two sets of measured GIRFs were available
for use, obtained with an interval of 3 years. Where rele-
vant, the previously measured GIRFs will be termed
“GIRF, 3 years prior”. Self-term (i.e., l¼m) GIRFs from
both measurement occasions are shown in Figure 1 (time
domain) and Figure 2 (frequency domain).

GIRF-based prediction of gradient output, O(pred)(x), in
response to given input gradient waveforms was per-
formed by frequency-domain multiplication of the input
with the measured GIRFs:

O predð Þ
m xð Þ ¼

X
l

Il xð Þ � GIRFl;m xð Þ: [2]

For discrete implementation of this operation, the
input waveforms were bilaterally zero-padded in the
time domain such as to match the maximum temporal
extent of the system response. Discrete Fourier transform
(DFT) was then used to calculate the corresponding dis-
crete versions of Il vð Þ. In the frequency domain, the
given GIRFs were regridded to match the sampling pat-
tern of the discrete input spectra, followed by per-
frequency multiplication and summation. From the
resulting output spectrum, the discrete form of o(pred)(t)
was then obtained by inverse DFT. The time integral of
o(pred)(t) yielded the set of phase coefficients:

k predð Þ
m tð Þ ¼ g

ðt

0

o predð Þ
m sð Þds: [3]

For comparison, the nominal k-space coefficients,
k(nomi)(t), were similarly obtained by taking the time-
integral of the input gradient waveforms, i(t):

k
nomið Þ

l tð Þ ¼ g

ðt

0

il sð Þds: [4]

As apparent from the equations above, the GIRF-based
predictions included both cross-term responses between
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1st-order field terms and 0th-order field responses gener-

ated by gradient operation. Nominal k-space trajectories

per definition assume self-term output only.

Field Monitoring

Each imaging gradient sequence was, furthermore, meas-

ured in a separate scan, here termed “premonitoring,”

using a dynamic field camera with 16 1H field probes.

The premonitoring served to capture reproducible field

perturbations, including potential nonlinear system

responses that are not included in the LTI model. Addi-

tionally, concurrent field monitoring (25) with 16 19F field

probes was used during all imaging acquisitions. Concur-

rent monitoring reflects the actual fields present upon

image encoding, including potential deviations from

reproducible system responses. To evaluate the perform-

ance of the GIRF approach as well as its limitations, con-

currently monitored trajectories were, therefore, used as a

reference for comparisons. For both concurrent monitor-

ing and premonitoring, spherical harmonic basis func-

tions of 0th�1st order were fitted to the measured probe

phases, yielding a set of measured phase coefficients,

k(meas)(t). Temporal differentiation of k(meas)(t) yielded the
measured fields, o(meas)(t), of 0th and 1st order:

o measð Þ
m tð Þ ¼ 1

g
� dk

measð Þ
m tð Þ

dt
[5]

Concomitant Field Correction

One known cause for deviation from the linearity assump-
tion of the LTI system model is gradient-induced concom-
itant fields. To a first approximation, the concomitant
fields amount to a set of second-order field terms, which
scale with the square of the gradient strength (26). These
field terms are not spanned by the spherical-harmonic
basis used for field monitoring and thus cause errors in
the field expansions. To remove such errors, concomitant
field correction for all field monitoring was performed as
follows. Initially, measured gradient time-courses were
determined from uncorrected probe data, as described
above. In the next step, the induced concomitant fields
were calculated based on the measured gradients, using
an analytical model for the concomitant field terms:

BC x; y; z; tð Þ ¼ 1

2B0

(
G2

x tð Þ1G2
y tð Þ

h i
z2

1G2
z tð Þx

21y2

4
2G2

x tð ÞG2
z tð Þxz2G2

y tð ÞG2
z tð Þyz

)
:

[6]

Subsequently, the phase induced by concomitant
fields at the position of each field probe was calculated
and subtracted from the measured phase evolutions. In
the final step, the thus corrected probe phase evolutions
were used to repeat the 0th- and 1st-order spherical har-
monic fitting. The correction predominantly affected the
0th-order field term, as the 1st-order fields are orthogonal
to the concomitant field terms. It was observed that an
apparent time-linear component in the measured 0th-
order phase coefficients of EPI and spiral gradient
sequences was indeed removed by the correction.

Data Acquisition

Image data of a spherical water-filled phantom and a
healthy volunteer was acquired with an eight-channel
receive head coil (Philips Healthcare, Best, Netherlands).
Written informed consent was obtained from the volunteer
before scanning, in compliance with local ethics guidelines.

Single-shot k-space sampling trajectories of three differ-
ent types were used: EPI, spiral, and variable-speed EPI,
(VS-EPI) (Figs. 3a–i). Corresponding gradient sequences
were calculated using 31 mT/m maximum gradient ampli-
tude and 200 mT/(m�ms) slew rate. For the spirals, the
time-optimal gradient sequence yielding the desired k-
space coverage was obtained as described in Lustig et al
(27). The variable-speed EPI was designed as described in
Kasper et al (28), matching acquisition weighting to Gaus-
sian image smoothing for fMRI applications.

The spectral profiles of the gradient sequences depend
both on the class of trajectory and on the imaging param-
eters, particularly the image resolution. To cover differ-
ent frequency compositions, images with different in-

FIG. 1. Measured self-term GIRFs in the time domain for recently

acquired and 3-year-old GIRFs, showing impulse responses (a)
and step responses (b,c). For display purposes, the curves of the

three different gradient axes have been offset to each other by a
constant, D.
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plane resolution were acquired for the normal EPI (1.75–

3.00 mm) and spiral trajectory (1.35–2.00 mm in-plane)

(Figs. 3j–o). Furthermore, for a representative selection of

commonly used single-shot imaging techniques, acquisition

acceleration by parallel imaging was used for the higher res-

olutions, using the SENSE approach (29). High-resolution

EPIs and spirals were acquired with an undersampling fac-

tor of 2 and the VS-EPI was acquired with a nominal reso-

lution of 1.80 mm and undersampling factor of 3. For each

sequence, five slices were obtained with FOV¼23 �
23 cm2, slice thickness¼ 3 mm and volume TR¼ 3 s. Read-

out length (TRO) and TE varied with trajectory, and the lat-

ter was kept as short as possible for the phantom data.

Phantom images were acquired in all three orthogonal slice

directions for a subset of the used trajectories, and in trans-

verse orientation for all trajectories. In vivo, angulated trans-

verse slices of the brain were acquired and TE was adjusted

to yield T2*-weighted image contrast. A summary of all

acquisition parameters is given in Table 1.
For correction of static B0 nonuniformity, field maps

were acquired with the same slice geometry as the

single-shot images. The field maps were based on two

spin-warp GRE images with different TE (FOV¼ 23 cm,

resolution¼ 3 mm isotropic, TE1/TE2¼ 2.0/4.3 ms,

TR¼ 1.6 s), from which the phase difference divided by

the echo time difference yielded the static frequency off-

sets. The acquisition with shorter TE also served as the

coil sensitivity reference for SENSE reconstruction.

Image Reconstruction

Image reconstruction was performed with the iterative

approach described in Pruessmann et al (29), including

forward and reverse gridding (30–32), sensitivity encod-

ing where applicable, and multifrequency interpolation
for B0 correction (33–35). For fully sampled trajectories,
per-coil reconstructions were merged by root-sum-of-
squares combination.

Each dataset was reconstructed using nominal, pre-
dicted, premonitored, and concurrently monitored trajec-
tories. Predicted trajectories were obtained using both
the old and the recently measured GIRFs. To elucidate
the utility of mere delay correction, reconstructions
based on nominal trajectories were performed with and
without time shift by the apparent delay. The apparent
delay was determined such as to minimize the mean-
square deviation between the delayed nominal and con-
currently monitored trajectories.

To account for spatially uniform phase modulations,
imaging data was demodulated by the measured or pre-
dicted 0th-order phase coefficient, k0(t), before recon-
struction. For the nominal trajectories, k0(t) was assumed
to be zero throughout. Reconstruction based on GIRF-
predicted trajectories was performed both with and with-
out demodulation to investigate the significance of 0th-
order cross-term predictions.

In some of the concurrently monitored k0(t), a time-
linear component stemming from slow 0th-order field
drift was present. A time-linear spatially uniform phase
induces a shift in the image for EPI sampling schemes
and blurring in spiral acquisitions. A slow field drift is
relatively straightforward to measure and counteract
with navigators, not requiring additional hardware or
special sequences. Therefore, for better comparison
between nominal, predicted and concurrently monitored
reconstructions, this linear component was added to
k

nomið Þ
0 tð Þ, k

predð Þ
0 tð Þ and premonitored k0 before image

reconstruction.

FIG. 2. Measured self-term GIRFs in the frequency domain for recently acquired and 3-year-old GIRFs, showing magnitude (a,b) and
phase (c,d) responses.
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In summary, each dataset was reconstructed using the

following k-space trajectories: (a) Nominal; (b) Nominal,

delay-corrected; (c) GIRF-predicted, no 0th-order phase

demodulation; (d) GIRF-predicted using GIRF from 3

years prior, incl. 0th-order phase demodulation; (e) GIRF-

predicted, including 0th-order phase demodulation; (f)

Premonitored; (g) concurrently monitored.

RESULTS

The measured GIRFs showed excellent stability over a

time interval of 3 years, as demonstrated in Figure 1

(time domain) and Figure 2 (frequency domain). The

overall shape of the system responses, as well as the cen-

ter frequency, amplitude and width of specific resonan-

ces were well preserved. Root-mean-square (RMS)

magnitude differences between the GIRFs acquired

recently and 3 years prior are shown in Supporting Table
S1, which is available online, for self- and cross-terms,
evaluated within different frequency bands. Due to
increased noise in the measured GIRFs at higher frequen-
cies (24), the RMS difference also increases with fre-
quency. The cross-terms tended to have lower RMS
difference than the self-terms, except in the lowest fre-
quency band. For all GIRFs, the RMS difference was
below 0.1% up to 10 kHz and maximally 1% at higher
frequencies.

Figure 4a shows zoomed details of nominal, concur-
rently monitored and GIRF-predicted trajectories for rep-
resentative EPI, spiral, and VS-EPI acquisitions. The
monitoring results deviate significantly from the nominal
trajectories in all cases. For the EPI trajectories, the larg-
est deviation is observed at the turns of the trajectory,
where the maximum actual k-value reached in the

FIG. 3. Input EPI, spiral, and VS-EPI sequences. Time-domain plots show one representative EPI/spiral sequence each, whereas

frequency-domain plots show all acquired sequences. a–c: Nominal k-space sampling trajectories. d–f: Input readout gradient (GRO).
g–i: Input phase-encoding gradient (GPE). j–l: Spectra of input readout gradients. m–o: Spectra of input phase-encoding gradients.
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readout direction is slightly less than prescribed, cor-
responding to a slight reduction of effective resolution.
This compression is expected due to the low-pass char-
acteristics of the gradient system, and will vary with the
main frequency of the EPI readout gradient. In the spiral
case, the nominal and measured trajectories gradually
separate at the center to subsequently keep an approxi-
mately constant difference of approximately one Nyquist
Dk for the rest of the readout. Similarly to the EPI, this
also leads to a slightly lower kmax than prescribed. The
GIRF-predicted trajectories closely follow the measured
ones for all three classes of trajectories. The RMS differ-
ence between nominal and concurrently monitored tra-
jectories for the EPI, spiral and VS-EPI shown in Figure
4a was 35.9, 42.8, and 24.5 rad/m, respectively. Over all
trajectories, the RMS difference was in the range of 24.5–
44.3 rad/m. For GIRF-predicted versus concurrently
monitored trajectories, the corresponding range was 1.5–
10.2 rad/m, and the RMS difference in the three trajecto-
ries displayed in Figure 4a was 3.0, 9.2, and 1.5 rad/m
for the EPI, spiral and VS-EPI, respectively.

Figures 4b and 4c show the corresponding gradient
and k-coefficient time courses in the readout direction
for nominal, delay-corrected nominal, GIRF-predicted,
and concurrently monitored data. Differences to concur-
rently monitored gradients/trajectories are displayed in
the lower plots. In the gradient time courses, the low-
pass characteristics of the gradient system cause
smoothing of sharp turns and reduced peak values.
Deviations between the nominal and the measured gra-
dients reach 3 mT/m, whereas for the GIRF-predicted
versus the measured gradients it is less than 0.1 mT/m.
In the k-coefficients (kRO), the largest deviations for the
EPIs are again observed at the turning points. The devia-
tion between the nominal and the measured kRO in
these locations is around 48 rad/m, corresponding to
almost two Dk, as compared to 1 rad/m difference
between the GIRF-predicted and the measured kRO.
Delay correction of the nominal trajectory has a signifi-
cant impact on the trajectory in the fully sampled stand-
ard EPI case only.

Figure 4d shows the concurrently monitored and
GIRF-predicted k0(t). The measured 0th-order phase oscil-
lates considerably at the EPI/spiral readout frequency,

with peak-to-peak amplitudes of approximately 0.6 rad.
This feature is largely predicted by the GIRF for all tra-
jectory types. Apart from the oscillations, which are
closely coupled to the readout gradient, a slower trend
can be observed in the measured k0. This slow trend is
not captured by the GIRF prediction, indicating that it is
most likely not linearly related to the input waveforms.

Figure 5 shows transverse magnitude images of the
phantom for all reconstruction types as listed in the
Methods section. In the bottom row of each sub-figure,
the differences to the corresponding reconstructions
based on concurrent monitoring are displayed. The dif-
ference images are scaled to percent of the maximum
value in the latter.

All EPI reconstructions based on nominal trajectories
showed strong ghosting artifacts (Figs. 5a,c,e). With
delay correction, the ghosts were reduced in the fully
sampled EPI (Fig. 5a), but not in the undersampled or
variable-speed EPI (Fig 5c,e). In comparison, reconstruc-
tions based on concurrently measured trajectories had
only minimal ghost levels that were not visible in linear-
scale images, except for a subtle ghost in the VS-EPI.
Using premonitored instead of concurrently measured
trajectories slightly increased artifact levels, but still
yielded very good image quality. Notably, images recon-
structed based on GIRF-predicted trajectories were of
similar quality as using premonitored trajectories and
only slightly inferior to concurrent monitoring. Further-
more, no difference in image quality was observed
between using the recently measured GIRFs and using
the GIRFs from 3 years prior. However, leaving out the
predicted k0(t) in the reconstruction resulted in substan-
tial image degradation in the standard EPI cases. Besides
ghosting, geometric distortion in the form of compression
in the readout direction was observed in reconstructions
based on nominal trajectories for all EPI sequences. This
compression corresponds to the compression of the
actual trajectory in the readout direction observed in Fig-
ure 4a. The geometric congruency between images based
on concurrently monitored, premonitored and GIRF-
predicted trajectories was very good, with only minor
differences observable at the edges of the phantom.

In the spiral images, severe blurring was observed in
the nominal reconstructions, which was not improved

Table 1
Imaging Parameters of the Acquired Single-Shot Sequences

Trajectory Orientation FOV (mm) Slice (mm) SENSE Res (mm) TE (ms) TRO (ms) TR (ms)

phantom EPI tra 228 3 1x 2.50 23 43 3000
tra/cor/sag 228 3 1x 2.75 20 37 3000
tra/cor/sag 228 3 2x 1.75 21 40 3000

tra 228 3 2x 2.00 17 32 3000
Spiral tra/cor/sag 228 3 1x 1.75 1.4 52 3000

tra 228 3 1x 2.00 1.4 42 3000
tra/cor/sag 228 3 2x 1.35 1.4 41 3000
tra 228 3 2x 1.50 1.4 34 3000

VS-EPI tra/cor/sag 228 3 3x 1.80 21 36 3000
in vivo EPI angulated transversal 228 3 1x 3.00 28 32 3000

228 3 2x 1.75 28 40 3000
Spiral 228 3 1x 1.75 21 52 3000

228 3 2x 1.35 21 41 3000

VS-EPI 228 3 3x 1.80 28 36 3000
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by delay correction. The reconstructions based on con-
current monitoring showed sharply delineated images.
Premonitored trajectories yielded similarly sharp

images, with minimal differences at the borders only.
As judged by the difference images, artifacts were
slightly increased in the GIRF-reconstructed images,

FIG. 4. Comparison of nominal, nominal delay-corrected, GIRF-predicted and concurrently monitored trajectories (a), readout gradients

(GRO) (b), readout k-coefficients (kRO) (c), and k0 (d) for a representative EPI, spiral and VS-EPI acquisition. Lower plots in (b–d) show
differences to concurrent monitoring.
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especially at the center and borders of the phantom.
However, GIRF-based reconstruction still yielded
highly superior image quality compared with the nomi-

nal case or mere delay correction. Not using the pre-
dicted k0(t) in the reconstruction again increased
artifacts visibly.

FIG. 5. Phantom images of selected EPI (a,c), spiral (b,d), and VS-EPI (e) trajectories in the transverse slice orientation. All of the per-

formed reconstruction types are shown, as well as difference images using the reconstruction with concurrently monitored trajectories
as a reference. Difference images are scaled to 620% of maximum image value in the concurrently monitored image.
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Phantom images acquired in the coronal and sagittal

slice direction are shown in Figure 6. Similarly as for

the transverse images, the reconstructions based on nom-

inal trajectories show strong artifacts, whereas the recon-

structions based on concurrent monitoring or GIRF-

prediction yield good and comparable image quality,

with minimal differences only. Difference images are

scaled as in Figure 5.
Using concurrent monitoring as a reference, the image

differences for all phantom acquisitions and reconstruc-

tions are quantified in Figure 7. The values shown are

the root-mean-square of the differences in image magni-

tude over all voxels, scaled to percent of the maximum

image value in the reconstruction based on concurrent

monitoring. Nominal reconstructions show large differ-

ences in all cases, especially for spiral imaging. It is

interesting to note that delay correction does not always

reduce image differences. Significant improvement due

to delay correction is only observed for the fully sampled

EPI trajectories. In almost all cases, the closest match of

concurrent monitoring was accomplished with premoni-

toring. However, GIRF-prediction came very close

throughout, with no systematic difference between using

the recently measured GIRFs or the GIRFs from 3 years

prior. Not including the predicted k0 in the reconstruc-

tion yielded considerably higher differences for the

transverse images, especially for standard EPI trajecto-

ries. In the other slice directions, no systematic differen-

ces to GIRF-predicted reconstructions including k0 are
observed.

In vivo results are shown in Figures 8 and 9, for EPI
and spiral trajectories, respectively. As for phantom
images, nominally reconstructed EPI images show strong
ghosting and geometric distortions, whereas spiral
images are severely blurred. Similar to the phantom
study, concurrent monitoring enabled high-fidelity
reconstruction that was practically matched by GIRF pre-
diction. Notably, images without apparent ghosting or
blurring were also obtained with SENSE acceleration,
which generally increases sensitivity to any errors in the
signal model underlying image reconstruction. Static B0

correction was crucial particularly in reconstructing the
spiral data. Nonetheless the unaccelerated spiral images
illustrate that B0 correction alone can reach its limits in
regions of excessive net phase distortion as found at the
surface of the brain. This problem was addressed effec-
tively by the boost in radial pixel bandwidth afforded by
SENSE acceleration, yielding superior single-shot spiral
imaging at an in-plane resolution of 1.35 mm. Variable-
speed EPI, finally, proved equally amenable to GIRF-
based reconstruction.

DISCUSSION AND CONCLUSION

The results presented above demonstrate that GIRF-
based trajectory prediction enables high-quality image
reconstruction for technically challenging long single-

FIG. 6. Coronal and sagittal phantom images for fully sampled EPI and spiral acquisitions. Reconstructions based on concurrent moni-

toring, GIRF-predicted trajectories and nominal trajectories are shown, as well as difference images using the reconstruction with con-
currently monitored trajectories as a reference. Difference images are scaled to 620% of maximum image value in the concurrently

monitored image (gray scale as given in Figure 5).
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shot readouts of various shapes. The GIRF-based method
is not restricted to any particular type of trajectory, and
thus has the potential to work as a generic correction
method for reproducible gradient imperfections. It could
thus potentially eliminate the need for application-
dependent correction techniques, which often require
acquisition of reference or calibration data, added scan
time, or sequence alterations. GIRF-based trajectory cal-
culation offers this capability with substantially less
hardware implications than concurrent field monitoring,
by relying solely on a one-time system characterization.
In this work, system stability over a time-scale of years
has been observed, indicating that the one-time calibra-

tion approach may indeed be feasible on current MRI
platforms.

In particular, the GIRF approach has delivered high-
resolution single-shot spiral imaging of excellent quality.
Spiral sampling holds several theoretical advantages over
EPI, but has hitherto been notoriously difficult to perform
in practice. The results of this work suggest that GIRF-
based trajectory prediction in concert with algebraic B0

correction may facilitate the eventual broader deployment
of single-shot spiral readouts, particularly for neuroimag-
ing applications such as fMRI, DTI, and ASL.

Non-Cartesian imaging in general is highly susceptible
to the effects of gradient imperfections. In recent years,

FIG. 7. Quantification of difference images for all phantom reconstructions, using the concurrently monitored reconstruction as a refer-

ence in each case. The numbers represent the root-mean-square difference over all voxels, scaled to percent of the maximum image
value in the concurrently monitored image.
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FIG. 8. a–c: In vivo images of the acquired EPI and VS-EPI trajectories. Reconstructions based on concurrent monitoring, premonitoring,
GIRF-predicted trajectories, GIRF-predicted trajectories excluding k0, and nominal trajectories are shown, as well as difference images

using the reconstruction with concurrently monitored trajectories as a reference. Difference images are scaled to 620% of the maximum
image value in the concurrently monitored image.



non-Cartesian sampling schemes have received increased
attention for the greater flexibility offered in optimizing
the sampling pattern to specific objectives, e.g., to render
aliasing incoherent for compressed sensing. GIRF-based
trajectory prediction could facilitate such efforts both by
providing reliable trajectory information for image recon-
struction and by aiding the design of gradient time-
courses that are physically realizable on a particular
system.

Many currently used trajectory correction techniques
rely on determining and compensating for gradient

delays. We here compared the suggested GIRF-based
reconstruction with a pure gradient delay correction.
The latter yielded significantly improved image quality
compared with nominal trajectories only in the case of
fully sampled EPI sequences. This indicates that,
although accurate timing of the gradient system is cru-
cial, a correction based on pure delays is insufficient for
many applications. Conversely, all sequences investi-
gated, including standard EPI, benefitted from taking
frequency-dependent responses into account by using
the full GIRF model.

FIG. 9. a,b: In vivo images of the acquired spiral trajectories. Reconstructions based on concurrent monitoring, premonitoring, GIRF-

predicted trajectories, GIRF-predicted trajectories excluding k0, and nominal trajectories are shown, as well as difference images using
the reconstruction with concurrently monitored trajectories as a reference. Difference images are scaled to 620% of the maximum
image value in the concurrently monitored image.
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For EPI sequences, it is common to perform a phase
correction that aims to eliminate systematic phase differ-
ences between odd and even readout lines, thereby sup-
pressing Nyquist ghosting in the image. This correction
approach has largely enabled the present-day wide-
spread use of EPI for fast imaging. Typically, the correc-
tion model includes both a linear phase difference, corre-
sponding to a gradient delay, and a constant phase
difference. The latter corresponds to a global phase com-
ponent systematically varying with the readout direction.
Interestingly, field monitoring data showed the presence
of a 0th-order phase component oscillating with the read-
out gradient. These 0th-order oscillations were well pre-
dicted by the measured GIRFs and their inclusion in the
reconstruction significantly contributed to ghosting
reduction in EPI images.

Generally, the GIRF-based method offers the possibil-
ity of correcting for cross-term responses of any spatial
order, if adequately characterized (24,36). Higher-order
field responses have been reported to affect diffusion
imaging (20,37), and could speculatively underlie subtle
residual ghosting observed in log-scale images of recon-
structions based on concurrent monitoring. If known
through a higher-order GIRF model, such cross-term
effects could be accounted for by higher-order image
reconstruction (20).

As any post-acquisition correction approach, GIRF-
based reconstruction will deliver satisfactory results only
if the acquired signal fundamentally contains the targeted
image information. At the k-space level, this requirement
translates into sufficient coverage of k-space, sampled in
accordance with the Nyquist criterion or, in the case of
parallel imaging, a somewhat relaxed density threshold.
Excessive field perturbations can cause intrinsic loss of
information, leading to ill-conditioned reconstruction.

In cases where insufficient encoding is caused by gradi-
ent system imperfection, measured GIRFs could be used
as a basis for calculation of pre-emphasis filters to increase
gradient fidelity prospectively (38,39). Pre-emphasis filters
aim to boost the input signal at frequencies that are attenu-
ated by the native system response. This however comes
at the cost of increased power requirements and is limited
by hardware constraints. Remaining deviations from ideal
gradient dynamics after pre-emphasis can then be
addressed by retrospective correction techniques, such as
GIRF-based trajectory calculation.

The proposed GIRF-based reconstruction approach is
valid to the extent that the gradient system is linear and
time-invariant. This is largely true for most significant
sources of dynamic field imperfections. Smaller deviations
from the model are, however, to be expected from various
origins (22,40,41). Minor nonlinear contributions to the
system response may for example be caused by gradient
amplifier nonlinearities and concomitant fields. The sys-
tem may also exhibit thermally related time-dependence,
and external sources may introduce field fluctuations
unrelated to the gradients. Potentially, some of these
effects violating the LTI assumption can be dealt with by
model extensions or complementary measurements.

In the presented work, field-monitoring data was
adjusted for erroneous projections of concomitant field
terms onto the spherical harmonic basis set. Building

further upon this approach, the calculated concomitant

field terms could be included in a higher-order signal

model for image reconstruction (20). Calculation of con-

comitant field terms can be based on predicted gradient

time-courses and the approach could thus be used to

augment GIRF-based image reconstruction, as well as

monitoring-based reconstruction.
Coil hardware in the magnet bore may host gradient-

induced eddy currents that could affect image encoding

in a coil-specific manner. It is, therefore, worth noting

that the GIRF characterization and the premonitoring

performed in this work were obtained with only the

body coil present, whereas the concurrent monitoring

used field probes attached to the eight-channel receive

array used for brain imaging. The good agreement

between field evolutions obtained by concurrent moni-

toring, premonitoring and GIRF-predictions thus indi-

cates that potential eddy-currents in the array setup

were minimal. For coils with significant gradient eddy-

currents, a set of coil-specific GIRFs could be obtained

by field measurements inside the coil, provided that the

eddy-current effects are linear and time-invariant.
It has previously been reported that changes in gradi-

ent temperature can alter mechanical resonances of the

gradient system and their field effects (41). Despite active

cooling systems, scans with a heavy gradient duty cycle

may heat up the gradient coils together with surrounding

supporting materials. The thermal state influences mate-

rial properties, such as electrical resistance and mechani-

cal elasticity, which in turn can affect the system

response. If such changes are sufficiently reproducible, it

may be feasible to include thermal parameters in an

extended model of the gradient system. Alternatively,

GIRF measurements could be acquired under heated con-

ditions and be used to dynamically update the GIRF

with the changing state of the scanner.
Field fluctuations that naturally elude the GIRF

approach include magnet drifts (22) and dynamic sus-

ceptibility effects due to movement of the subject in

the scanner (42,43). Slowly varying perturbations can

be tracked with navigator techniques (44,45) or snap-

shot field monitoring (21,46) which thus can yield

complementary information to GIRF-based trajectory

prediction. If faster field perturbations become critical

concurrent field monitoring during scanning is a

generic albeit more hardware-demanding alternative.
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SUPPORTING INFORMATION

Additional Supporting Information may be found in the online version of
this article.
Table S1. Root-mean-square magnitude differences between the GIRFs
acquired recently and 3 years prior, evaluated within different frequency
bands. The values are given in percent of the normalized DC self-term
response.
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